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Abstract

I study the optimal incentive provision in a principal-agent relationship with

costly information acquisition by the agent. When it is feasible for the princi-

pal to induce or to deter perfect information acquisition, adverse selection or

moral hazard arises in response to the principal’s decision, as if she is able to

design a contract not only to cope with an existing incentive problem, but also

to implement the existence of an incentive problem. The optimal contract to

implement adverse selection by inducing information acquisition, comparing to

the second best menu, exhibits a larger rent difference between an agent in an

efficient state and whom in an inefficient state. The optimal contract to im-

plement moral hazard by deterring information acquisition, comparing to the

second best debt contract, prescribes a lower debt and an equity share of out-

put residual. With imperfect information acquisition or private knowledge of

information acquiring cost, the contract offered to an uninformed agent is qual-

itatively robust, and that to the informed exhibits countervailing incentives.
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1 Introduction

Standard agency theories regard the sources of the incentive problem in the contractual

relationship, either asymmetric information on the state of nature, privately observed

action, or both, to be exogenous. This is attributed to the assumption that information

structure on productivity is exogenous.1 I depart from the exogenous availability of

productive information by assuming that it is an investment decision of the agent at a

sunk cost (non-monetary) upon being offered a contract yet before committing to the

contractual relationship, in the spirit of Arrow,

A key characteristic of information costs is that...they typically represent

an irreversible investment...I am thinking of the need for having made an

adequate investment of time and effort to be able to distinguish one signal

from another. (Arrow, 1974: 39)

With this remedy, the source of the incentive problem is an endogenous choice of the

principal, which is decided jointly with whether to induce the agent to or to deter

him from acquiring productive information. The conventional theories of contract

discussed the optimal contract to cope with an existing incentive problem; in addition

to such, I study how it is designed to implement the incentive problem to face.

Consider a principal contracting with an agent protected by limited liability, and

both players are risk neutral. The principal’s revenue is generated by the agent’s

privately observed productive effort, whose productivity depends on the stochastic

state of nature. The agent can acquire information on the realized state of nature at

a sunk cost. I examine two information acquiring technologies. Perfect information

acquisition is defined in the sense that the correct signal is available to the agent as long

as he acquires it. Imperfect information acquisition refers to an information acquiring

effort that improves the probability for the agent to observe the correct signal on the

realized state of nature, and no signal otherwise.

With perfect information acquisition, the principal is able to implement adverse

selection in the production stage by inducing the agent to acquire information, so that

1Consider a principal contracting with an agent to execute a project that yields output to the
principal, which depends on the agent’s private productive effort and stochastic productive state
of nature. Agency theories are diverged into two branches given different exogenous information
structure. The theory of adverse selection focused on the incentive problem resulted from an agent
having private information on the realization of productivity, in which output is manipulated through
private effort; the theory of moral hazard, on the other hand, studied the incentive problem due to
imperfectly measured hidden action, where the parties have symmetric information on the density of
the stochastic productivity.
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asymmetric information is present without productive uncertainty, and the produc-

tive effort is an instrument to report the state of nature. The principal is also able

to implement moral hazard in equilibrium by deterring the agent from information

acquisition, in which scenario the principal and the agent are symmetrically informed,

and the publicly observed output is an imperfect measurement of the agent’s private

effort. With imperfect information acquisition, the equilibrium incentive problem is

stochastic, whose density is implemented by the principal through inducing informa-

tion acquisition to a specific precision.

The emergence of the incentive problem and its interaction with information man-

agement has only received attention at one end: endogenous information acquisition

which generates adverse selection.2 Moral hazard as a consequence of deterrence of

information acquisition has been, to the best of my knowledge, absent from contract

theory. I fill this gap by investigating how information management interacts with

the equilibrium incentive problem, and how the optimal contract is modified from the

second best in response to such interaction.

Given perfect information acquisition, to implement adverse selection through in-

ducing information acquisition, the principal creates a larger rent difference than the

second best between an agent in a relatively efficient state and whom in a relatively

inefficient state, so that the agent is motivated to distinguish the efficient states of

nature from the inefficient. This is implemented via a menu contract in which higher

(lower) output than the second best is specified for a sufficiently efficient (inefficient)

state of nature.

To implement moral hazard through deterring information acquisition, the princi-

pal must deter the agent’s opportunistic motives to acquire information off the equi-

librium path. Given the second best debt contract3, the agent attempts to acquire

information in order to distinguish a sufficiently inefficient state of nature to avoid

the debt by rejecting the contract, and to discover a relatively efficient state of na-

ture to extract maximal rent. The optimal contract to deter information acquisition

and implement moral hazard is thus characterized by a downward distortion of debt

from its second best and a lower equity share of output residual to the agent to re-

strict his ability to extract rent by acquiring information. The former implies a larger

2Please refer to Lewis and Sappington (1997), Crémer, Khalil, and Rochet (1998a), and Terstiege
(2012) in the literature review for more details.

3Contracting with a risk neutral agent protected by limited liability, the second best contract with
the presence of moral hazard is a debt contract, which prescribes a debt paid to the principal, leaving
the agent the claimant of output residual. Please refer to Innes (1990) for the pioneer treatment, and
Poblete and Spulber (2012) with a weaker assumption.
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output residual, which motivates productive effort in equilibrium, whereas the lat-

ter discourages it. This results in an upward distortion of productive effort from the

second best with sufficiently large cost of information acquisition, and downward dis-

tortion otherwise. That is, deterrence of information acquisition is complementary to

higher-powered incentive for sufficiently large cost of information acquisition, which

is different from Crémer, Khalil, and Rochet (1998a), who did not introduce moral

hazard in production when information is deterred.

The key tradeoff behind the decision to induce or to deter information, to imple-

ment adverse selection or moral hazard in the production stage, involves rent and

efficiency. Agent’s acquisition of information benefits the principal as it allows for

more efficient production, yet rent is given to induce hidden information acquiring

effort and truthful revelation. For sufficiently small cost of information acquisition, it

is optimal to induce information acquisition and implement adverse selection as the

improvement in efficiency exceeds the net rent; for sufficiently costly information ac-

quisition, it is optimal to deter information acquisition and implement moral hazard

as the improvement in efficiency falls short of the net rent.

Consider in a firm-employee relationship, inducing information acquisition to im-

plement adverse selection is optimal if the agent is an “expert” in the field, who is able

to acquire productive information at a lower cost. Deterring information acquisition

to implement moral hazard is optimal if the agent is a “mediocre,” who acquires pro-

ductive information at a higher cost. Applying to investment banking, the investment

bank (principal) finds it optimal to induce the funds-seeking firm (agent) to conduct

costly market investigation and reveal its finding through a menu of funding options

if the market is well-established and sufficiently transparent, and finds it optimal to

deter the private firm from conducting costly market investigation with a single debt-

with-equity-share contract if the firm participates in a newly-established market in

which past data is limited.

The optimal debt-with-equity-share contract to deter information acquisition is

qualitatively robust to imperfect information acquisition, as well as to private knowl-

edge of the information acquiring cost. The main difference to perfect information

acquisition with common knowledge of information acquiring cost is that the principal

does not know perfectly upon offering the contract whether the agent is informed of

the state of nature or not, which itself is an information advantage of the agent. The

optimal contract under these two remedies is thus designed such that the informed

or uninformed agent truthfully reveals being informed or uninformed. The additional

incentive compatibility constraints distort the contract designed to the uninformed
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agent towards the same direction as does the constraint to deter perfect information

acquisition with common knowledge of information acquiring cost. This is intuitive as

the agent’s opportunistic motive to acquire information still remains.

The optimal menu contract designed to the informed agent, however, exhibits

pooled output menu over some intermediate states of nature, which is absent in the

optimal menu contract to induce perfect information acquisition with common knowl-

edge of information acquiring cost. This is due to the technical resemblance of the

truth telling constraints for the informed agent to the type-dependent participation

constraints that generate countervailing incentives4, although the reservation utility is

assumed to be identical across states of nature.

The paper is organized as the following. The model is outlined in Section 2. Given

perfect information acquisition, I derive in Section 3 the optimal menu contract when

information acquisition is induced, merely as a replication of Lewis and Sappington

(1997) and Crémer et al. (1998a), and Section 4 is devoted to the optimal contract

to deter information acquisition. Optimal information management and equilibrium

incentive problem in the contractual relationship is discussed in Section 5. I exam-

ine the robustness of the optimal contract with imperfect information acquisition in

Section 6, and that with private knowledge of the cost of information acquisition in

Section 7. The paper is concluded in Section 8.

1.1 Related Literature

Information acquisition in the environment with adverse selection has gained much

attention in agency theory, and is roughly categorized into two forms of information

acquisition: strategic and productive information gathering. The former refers to

circumstances where information is realized at no cost at the production stage, but

can be acquired at a cost ex ante to facilitate the agent’s decision on accepting the

contract, which affects the form of the agent’s individual rationality but not truthful

revelation of information. Crémer and Khalil (1992), Crémer, Khalil, and Rochet

(1998b), and Szalay (2009) study this sort of information acquisition. As information

would realize at the stage of production, information acquisition is only for strategic

purpose and the only incentive problem at the production stage is due to asymmetric

information.

I build my propositions on the latter form of information acquisition, which cor-

4Please refer to Lewis and Sappington (1989) for the pioneer work, and Jullien (2000) for a more
general treatment.
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responds to situations where information is realized only if it is acquired at a cost.

Thus, information acquisition affects both participation and incentive compatibility of

the agent. Lewis and Sappington (1997), Crémer, Khalil, and Rochet (1998a), Kessler

(1998), Krähmer and Strausz (2011), Zermeño (2011), Terstiege (2012), and Hoppe

and Schmitz (2013) fall into this category. They, however, either do not consider

deterrence of information acquisition, or assume a deterministic output as a perfect

measurement of the agent’s productive effort when information acquisition is deterred.

Adverse selection endogenously arises as a consequence of inducing information acqui-

sition, whereas moral hazard is assumed away. The interaction between deterring

information acquisition and moral hazard is absent from the principal’s optimization

program in these papers.

A considerable literature is also devoted to asymmetric information on produc-

tive noise in an environment with moral hazard and risk averse agent, in explanation

of the empirical puzzle that a higher-powered incentive is given under a riskier en-

vironment.5 In this literature, information on productive noise is assumed to be a

mean-preserving imperfect signal that is unable to be communicated through a con-

tract; truthful revelation is absent and moral hazard is present from the outset. Thus,

regardless of the level of information acquisition, the fundamental incentive problem is

moral hazard, and their focus is on inducing information acquisition to facilitate pro-

ductive decision that generates a risky return. Additionally, this literature attributed

a higher-powered incentive to inducing information acquisition, implicitly implying a

lower-powered incentive if information acquisition is deterred. I argue in the appendix

that deterring a risk-averse agent from information acquisition does not necessarily

rely on a lower-powered incentive; it depends on the density of the state of nature.

The idea that information availability on state of nature distinguishes adverse selec-

tion from moral hazard is also emphasized by Sobel (1993) and Chu and Sappington

(2009a). The former compares the principal’s payoff given various timing that in-

formation becomes available: pre-contract, post-contract prior to production, or after

production. The latter develops a dynamic model in which information becomes avail-

able at an interim stage, before which, the incentive problem is due to hidden action,

and asymmetric information thereafter. In both papers, however, information is not

acquired by the agent, and the timing of information availability is exogenous, so does

the underlying incentive problem. What the present paper contributes to the liter-

ature is the endogenous choice of the incentive problem through inducing/deterring

5Refer to Demski and Sappington (1987), Malcomson (2009, 2011), Raith (2008), and Zábojńık
(1996) for theory, and Prendergast (2002) and Shi (2011) for the empiric.
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information acquisition, which provides a refutable modification to the standard con-

tracts.

Endogeneity of incentive problems due to productive information acquisition is also

noticed by an independent work of Iossa and Martimort (2013). They study imperfect

information acquisition in a similar fashion to mine in Section 6. Their propositions

rely on the assumptions that i) the agent is pessimistic about his own information

acquisition; ii) the transfer scheme is linear in output regardless of whether the agent is

informed; iii) information is acquired after the contract is signed; iv) pooling is defined

over the slope of transfer instead of output schedule. Thus, the main conclusions

are drawn differently from mine. First, costly information acquisition itself does not

distort the optimal contract and equilibrium productive effort, it is the joint effect

with the agent’s pessimistic attitude that makes a difference. In contrast, I show

that even with symmetric belief on the agent’s information acquisition in equilibrium,

information management distorts the optimal contract from the second best provided

that the cost of information acquisition is not too extreme. Second, they find pooling

to be optimal in sufficiently inefficient states of natures instead of in the intermediate

states of nature, due to the assumed linear transfer and a different definition of pooling.

2 Model

A principal hires an agent to execute a project that yields the publicly observable and

contractible output q(e, θ), depending on the agent’s privately observed productive

effort (e) and the state of nature (θ). Let qe(e, θ) > 06, qθ(e, θ) > 0 , qee(e, θ) < 0,

qθθ(e, θ) < 0, and qeθ(e, θ) > 0 for (e, θ) > (0, 0), i.e. the output function is concave

in both effort and state of nature, and higher θ indicates a relatively efficient state

of nature with higher total and marginal product. θ follows prior distribution F (θ)

defined over [0, θ̄]. The agent’s cost of effort is given by a convex cost function c(e),

where c(0) = 0, ce(e) > 0 and cee(e) ≥ 0 for e > 0.

The principal and the agent are both risk neutral, with the principal’s payoff defined

as the output net of contingent transfer specified in the contract, uP = q(e, θ) −
t(q(e, θ)), and the agent’s payoff defined as the contingent transfer net of cost of effort,

uA = t(q(e, θ))− c(e). The agent is protected by limited liability.7

Upon being offered a contract, the agent can invest effort a in information ac-

quisition, which allows him to observe the correct signal of the state of nature with

6Subscripts denote partial derivatives.
7Contracting with a risk averse agent without limited liability is discussed in Appendix B.
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Figure 1: Time-line

probability a ∈ [0, 1], or no signal otherwise, at a (sunk) non-monetary cost d(κ, a), be-

fore accepting the contract, κ being the cost parameter of information acquisition. The

acquired information is private to the agent, as well as his information acquiring ac-

tion, but the cost of information acquisition is common knowledge. The non-monetary

sunk cost of information acquisition captures the characteristic of information acqui-

sition as “an irreversible investment of the agent’s effort to distinguish one signal from

another,” which is unconstrained by his limited liability.

I proceed with the case of perfect information acquisition, i.e. a ∈ {0, 1}, once

information gathering effort is exerted, the agent knows the realized state of nature

perfectly. This is equivalent to d(κ, a) = κa, the agent being risk neutral in information

acquisition. I then discuss in Section 6 the implementation of imperfect information

acquisition, when the optimal information acquiring effort is interior, given da(κ, a) ≥
0, with equality at a = 0, daa(κ, a) > 0, da(κ, 1)→∞.

The cost parameter of information acquisition, κ, can be interpreted accordingly

in different applications of the model. For instance, in a firm-employee relationship,

it represents the agent’s expertise in his field, with a lower cost corresponding to a

higher level of expertise as the agent is able to distinguish between productive signals

at a lower cost. In investment banking, it captures the cost of market investigation (or

more broadly, due diligence), which depends on market transparency or availability

of data and past experiences, where a lower cost may be due to a well-established

market with high level of information transparency. In insurance market, such cost of

information acquisition may reflect the cost of conducting genetic test or other health

examination, which, comparing with identifying accident, is less costly to reach the

same accuracy.

If the principal induces perfect information acquisition with the contract, the agent

has private information on the state of nature before accepting the contract and there

is no productive uncertainty. The incentive problem is one due to ex-ante asymmetric

information, the adverse selection. If the principal deters information acquisition with

the contract, the principal and the agent have symmetric information, and the pub-
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licly observed output is an imperfect measurement of the agent’s hidden action; the

incentive problem is then moral hazard. The time-line of the game is given by Figure

1.

To capture my main arguments, the following assumptions are made so that the

moral hazard problem when information acquisition is deterred is relevant, and such

assumptions do not affect the adverse selection problem when information acquisition

is induced.

Assumption 1. q(e, 0) is a constant, normalized to zero, e.g. q(e, θ) = (m(θ) −
m(0))n(e), where n(0) = 0.

Assumption 2. ρ1(e, θ) ≡ f(θ)
1−F (θ)

qe(e,θ)
qθ(e,θ)

8 is increasing in θ and ρ2(e, θ) ≡ f(θ)
F (θ)

qe(e,θ)
qθ(e,θ)

is

decreasing in θ for (e, θ) > (0, 0).

Assumption 1 is imposed to assume out moving support in lower realization of

output when θ is a stochastic variable in the production stage. Assumption 2 assumes

a monotone hazard rate weighted by marginal rate of substitution in production to

guarantee a second best separating equilibrium in an adverse selection environment

and the optimality of a feasible debt contract with risk neutrality and limited liability

if moral hazard is the underlying incentive problem.

3 Inducing Information Acquisition

If it is optimal for the principal to induce information acquisition perfectly, she pro-

poses a feasible contract that consists of a menu of options, {t(q(θ)), q(θ)}, in which

the agent in state θ accepts the contract, has no incentive to produce q(θ
′
) for any

θ
′ 6= θ, and acquires information on the state of nature at a cost κ before acceptance.

Applying the revelation principle, and let h(q(θ
′
), θ) ≡ e, ĉ(q(θ

′
), θ) ≡ c(h(q(θ

′
), θ)),

where q(θ
′
) = q(e, θ), the set of feasible contract is restricted to {t(θ), q(θ)} such that

individual rationality, incentive compatibility, and induced information acquisition

constraints are satisfied. Precisely,

t(θ)− ĉ(q(θ), θ) ≥ 0, ∀θ ∈ [0, θ̄] (IRθ)

θ ∈ arg max
θ′

t(θ
′
)− ĉ(q(θ′

), θ), ∀θ ∈ [0.θ̄] (ICθ)

8This is phrased as “critical ratio” in Poblete and Spulber (2012).
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θ̄ˆ

0

t(θ)− ĉ(q(θ), θ)dF (θ)− κ ≥ max
e

θ̄ˆ

0

t(q(e, θ))dF (θ)− c(e) (II)

As the agent’s utility uA(t(θ
′
), q(θ

′
), θ) satisfies single crossing property9, (ICθ) can be

replaced by local incentive compatibility and monotonicity constraints:

tθ(θ)− ĉq(q(θ), θ)qθ(θ) = 0 (LICθ),

qθ(θ) ≥ 0 (M).

The principal’s optimization program to induce information acquisition is thus

PII : max
t(θ),q(θ)

θ̄ˆ

0

q(θ)− t(θ)dF (θ)

s.t.(IRθ), (LICθ), (M), (II)

The optimal contract to induce information CII = {tII(θ), qII(θ)} in comparison

to the second best menu CSM = {tSM(θ), qSM(θ)} is characterized in Proposition 1.

Proposition 1. For κ > κa, to induce information acquisition, higher-powered (lower-

powered) incentive than the second best menu is given to the agent in the more (less)

efficient states, i.e. qII(θ) > qSM(θ) for θ > θ̂ and qII(θ) ≤ qSM(θ) for θ ≤ θ̂, where

θ̂ is the state of nature that the agent would have expected to reveal ex ante if he did

not acquire information.

Proof. Appendix A.1, or Crémer, Khalil, and Rochet (1998a) and Lewis and Sapping-

ton (1997) for the case where the stochastic state of nature is a cost parameter.

When information acquisition is induced, I am able to replicate the proposition of

Crémer, Khalil, and Rochet (1998a) and Lewis and Sappington (1997). Additional (ex

ante) rent is given when (II) is violated at the second best, as if the agent is rewarded

rent to utilize his expertise. This is in the form of higher rent in the more efficient

states via raising qII(θ) above the second best, and lower rent for the less efficient

states through lowering qII(θ) below the second best, so that the agent is motivated

to distinguish the relatively efficient states of nature from the less efficient.

9 d(−
uq
ut

)

dθ =
d(chhq)
dθ = 1

q2e
(−chhqθ − chqeθ) < 0, i.e. marginal cost of output, relative to marginal

utility of transfer, decreases in θ.
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4 Deterring Information Acquisition

If it is optimal for the principal to deter information acquisition, she proposes a fea-

sible contingent transfer t(q) to implement productive effort e, which satisfies limited

liability of the agent, prescribes both players with payoffs that are non-decreasing

in output,10 and such that the agent does not acquire information on the state of

nature before acceptance. The principal solves the following program subject to lim-

ited liability, non-decreasing payoff, incentive compatibility, and deterred information

acquisition constraints.

PDI : max
t(q(e,θ)),e

ˆ θ

0

q(e, θ)− t(q(e, θ))dF (θ)

subject to

t(q) ≥ 0 (LL)

0 ≤ tq(q) ≤ 1 (NDP )

e ∈ arg max
y

ˆ θ̄

0

t(q(y, θ))− c(y)dF (θ) (IC)

ˆ θ̄

0

t(q(e, θ)) − c(e)dF (θ) ≥
ˆ θ̄

0

1θ≥θ̃t(q(e(θ), θ)) − c(e(θ))dF (θ) − κ (DI),

where e(θ) ∈ arg maxy t(q(y, θ)) − c(y) and θ̃ is such that t(q(e(θ̃), θ̃)) − c(e(θ̃)) = 0,

i.e. for θ < θ̃, the agent who acquired information off the equilibrium path finds it

optimal to reject the contract.11 Simply by the right-hand-side of (DI) one can have a

glimpse of the agent’s opportunistic motives to acquire information off the equilibrium

path: to distinguish a sufficiently inefficient state of nature to avoid exerting effort at

a loss, and to discover a relatively efficient state of nature to extract maximal rent.

This section is devoted to the discussion on how deterring information acquisition

interacts with the moral hazard problem in the contractual relationship, by looking

at the distortion of the optimal contract from the second best. In Section 4.1, I focus

on a tractable example assuming a specific form of contingent transfer consisting of

a debt and a share of output residual, and turn to the general case in Section 4.2. I

assume in both sections risk neutrality, leaving the case with a risk averse agent to

10Defining feasible contract as satisfying limited liability and non-decreasing payoffs follows Innes
(1990) and Poblete and Spulber (2012).

11This is by the envelope theorem of the informed agent’s optimization problem off the equilibrium
path.
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Appendix B.

4.1 Example

Poblete and Spulber (2012) have shown the optimality of debt contract t(q) = max{q(e, θ)−
q, 0}, q ≥ 0, in a moral hazard problem with continuous effort and state of nature, given

risk neutrality, limited liability, and non-decreasing payoff, when ρ1(e, θ) ≡ f(θ)
1−F (θ)

qe(e,θ)
qθ(e,θ)

is increasing in θ. In this section I focus on a simplified example in which the con-

tract to deter information acquisition, CDI , has a contingent transfer in the form

tDI(q) = TDI + max{sDI(q(eDI , θ) − qDI), 0}, and discuss how deterring informa-

tion acquisition modifies this contract from the second best CSD, in which tSD(q) =

max{q(eSD, θ)− qSD, 0}, leaving a general contractual form to the next section.

Lemma 1. TDI = 0.

Proof. If (DI) is violated at the second best, T > 0 does not bind (DI), as off the

equilibrium path, the agent who acquires information can always accept the contract

and exert any e ≥ 0 to earn T , i.e. regardless of whether acquiring information or not,

the agent’s expected utility increases by T . T < 0 violates (LL) for q(e, θ) < q.

For the convenience of interpretation, I would phrase the simplified contract as a

duo of debt (q) and equity share of output residual (s).

In Assumption 3, I give a sufficient condition for the first order approach to be valid

given the simplified contract and a class of commonly seen production and cost func-

tion that satisfy such condition, given which (IC) can be replaced by local incentive

compatibility without loss of generality,

ˆ θ̄

θ

sqe(e, θ)dF (θ)− ce(e) = 0 (LIC
′
),

where θ is such that q(e, θ) ≡ q.

Assumption 3. The production function is such that the first order approach is valid,

e.g. production and cost functions in the forms q(e, θ) = θαeβ and c(e) = e, where

0 < α, β ≤ 1 and α ≥ β
1−βθ.

Lemma 2. q̃ ≡ q(e(θ̃), θ̃)) > q and θ̃ > θ.

Proof. If q̃ ≤ q, t(q̃) − c(e(θ̃)) = −c(e(θ̃)) < 0, contradicting to the definition of

θ̃. Thus, q̃ > q. Off the equilibrium path, an informed agent exerts effort e(θ) where
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sqe(e(θ), θ) = c(e(θ)). An uninformed agent exert effort e∗ such that
´ θ̄
θ
sqe(e

∗, θ)dF (θ) =

ce(e
∗). Let θ0 be such that

´ θ̄
θ
sqe(e

∗, θ)dF (θ) = sqe(e
∗, θ0), i.e. e∗ = e(θ0). If θ0 ≤ θ,

q(e(θ0), θ0) ≤ q(e(θ0), θ) = q. Thus, by definition of θ̃, θ0 < θ̃ for all θ0 ≤ θ, implying

that θ < θ̃. If θ0 > θ, e(θ0) > e(θ); hence, q(e(θ0), θ) = q > q(e(θ), θ), implying that

θ < θ̃.

Lemma 2 gave a preliminary hint on one of the agent’s motives to acquire infor-

mation off the equilibrium path: to distinguish a sufficiently inefficient state of nature

to avoid the debt. It, along with Lemma 1, is applied to rewrite constraint (DI) into

ˆ θ̄

θ

s(q(e, θ)− q)dF (θ)− c(e) ≥
ˆ θ̄

θ̃

s(q(e(θ), θ)− q)− c(e(θ))dF (θ)− κ (DI
′
).

The principal’s optimization program to deter a risk neutral agent from acquiring

information with the simplified contract is thus reduced to

P
′

DI : max
s,q,e

ˆ θ̄

0

q(e, θ)dF (θ)−
ˆ θ̄

θ

s(q(e, θ)− q)dF (θ)

s.t.(NDP ), (LIC
′
), (DI

′
)

Characterization of the optimal simplified contract with binding constraint (DI) is

given in Proposition 2 below.

Proposition 2. There exists κs and κq, κs ≤ κq, such that for κ ∈ [κs, κq), it is

optimal to deter information acquisition with a debt contract which has a lower debt

than the second best, qDI < qSD and sDI = sSD = 1, and for κ < κs, it is optimal to

deter information acquisition with a debt-with-equity-share contract, in which qDI <

qSD and sDI < sSD = 1, if
´ θ̄
θSD

q(eSD, θ) − qSDdF (θ) <
´ θ̄
θ̃SD

q(e(θ), θ) − qSDdF (θ)12.

(Illustrated in Figure 2)

Proof. Given Lemma 2, lowering the debt q < qSD increases expected output residual

more significantly on the equilibrium path than it does off the equilibrium path. Sup-

pose that s = 1, for sufficiently small κ such that q is arbitrarily close to zero to deter

information acquisition, the principal earns arbitrarily close to nothing. Lowering s

gives the principal a positive share of a smaller expected output. The complete proof

is in Appendix A.2.

12The agent’s expected full residual when uninformed is smaller than that when informed, given
the second best debt contract, i.e. information is valuable to the agent. For instance, a Cobb-Douglas
production function with uniformly distributed state of nature would satisfy this.
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Figure 2: Debt-with-Equity-Share Contract to Deter Information Acquisition

When the second best contract violates constraint (DI), one of the opportunistic

motives of the agent to acquire information is to discover a sufficiently inefficient state

of nature to avoid the debt. For κs < κ < κq, the debt is lowered to discourage

the agent from attempting to discover a sufficiently inefficient state of nature. The

optimal contract to deter information acquisition is as if the principal trades off a larger

output residual to the agent as his rent, in order to incentivize productive effort and

discourage him from acquiring information for opportunistic purpose. As a claimant

for a larger output residual, the agent unambiguously exerts higher effort than that

under the second best.

A larger output residual to the agent, however, creates another opportunistic mo-

tive to acquire information: to discover a relatively efficient state of nature and extract

maximal rent by exerting e(θ). This motive is significant for an agent with sufficiently

small cost of information acquisition, κ < κs < κq, and whose expected output residual

when being uninformed is smaller than that when being informed under the second

best debt contract,
´ θ̄
θSD

q(eSD, θ)− qSDdF (θ) <
´ θ̄
θ̃SD

q(e(θ), θ)− qSDdF (θ). The prin-

cipal, instead of granting the entire output residual to the agent, finds it optimal

to reduce the agent’s share of output residual so that his ability to extract rent by

acquiring information is restricted, which distort the implemented productive effort

downwards.

For a lower debt incentivizes productive effort yet a reduced share of output residual

discourages it, there exists κe < κs such that for κ < κe, deterring information acquisi-

tion trades off productive effort, whereas for κ > κe, deterring information acquisition

is accompanied by a higher-powered incentive than the second best, summarized as

the following corollary.
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Corollary 1. There exists κe < κs such that for κ ≥ κe, eDI ≥ eSD, and eDI < eSD

otherwise.

The prediction is different from what Crémer, Khalil and Rochet (1998) suggests.

This is because of the key departure from Crémer et al.: whether a moral hazard

problem is present when information acquisition is deterred. In Crémer et al., produc-

tive uncertainty is absent even when information acquisition is deterred; contractible

output is a perfect measurement for the agent’s effort, as if the effort itself can also

be contracted upon. In the current model, effort level is implemented with a trans-

fer contingent on realization of contractible output. That is, in Crémer et al., the

principal has two instruments to motivate productive effort and to deter information

acquisition, whereas in the model here, the principal has only one instrument, the

transfer.

In terms of agent’s motive to acquire information, in Crémer et al., the second

best transfer is a fixed payment, so the agent’s motive to acquire information on the

cost parameter is to use the information to reduce the cost of effort. Thus, to deter

information acquisition, the principal increases the fixed payment, along with a lower

contracted output (hence, a lower effort) if it is not too costly to acquire information.

Here, the second best contract is a debt contract, given which the agent’s motive to

acquire information is to use the information to avoid the debt or to extract maximal

rent. Therefore, the principal lowers the debt to deter information acquisition, accom-

panied by a reduced share of output residual for insufficiently large cost of information

acquisition. The former incentivize effort whereas the latter discourages it.

4.2 General Contract

The readers at this point may question the optimality of the proposed debt-with-

equity-share contract with the presence of binding constraint to deter information

acquisition. I respond by showing that the result of a lower debt than its second best

counterpart is indeed optimal, and a reduced share of output residual is qualitatively

robust, yet in a different form of transfer, in which s ∈ {0, 1} for different output

intervals beyond the debt, as the principal’s objective function is linear in the slope of

transfer.

Proposition 3. The optimal contract to deter a risk neutral agent protected by limited

liability from acquiring information has a lower debt and a reduced share of output

residual, tU(q) = 0 for q ≤ qDI < qSD and tDI(q) ≤ q − qDI for q > qDI .
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Figure 3: General Contract to Deter Information Acquisition

Proof. Appendix A.3. Precise form of tDI(q) is derived in the same appendix with the

proof and is illustrated in Figure 3.

The intuition discussed in the previous example prevails. Recall that in the second

best environment, the agent’s opportunistic motive to acquire information is to dis-

tinguish the inefficient states of nature to avoid the debt, and to discover the efficient

states to extract maximal rent. A lower debt, qDI < qSD, is implemented to account

for the former motive, and the transfer for sufficiently high realization of output is

distorted downward from the second best to demotivate the latter, which violates

monotonicity for some intermediate states of nature. Thus, a low-powered incentive

(tDIq (q) = 0) is optimal for intermediate outputs, as illustrated in Figure 3(a). If cost

of information acquisition is sufficiently low, the rent extraction motive of the agent

is so significant that the optimal contract to deter information acquisition is capped

at a threshold level, i.e. tDIq (q) = 0 for q > qc, as illustrated in Figure 3(b).13

The contract in Proposition 3 can also be regarded as a second degree contract

discrimination, in a similar fashion to the second degree price discrimination. For

sufficiently low output level, q < qa, the agent is paid according to the transfer schedule

ta(q) = max{q − qDI , 0}, a simple debt contract with the level of debt smaller than

the second best. Intuitively, the principal rewards the agent in the form of a lower

debt for sufficiently small output realization, which could have been avoided if he

acquired information. For intermediate level of output, qa ≤ q < qc, the agent receives

tb(q) = T +max{q− qb, 0}, T = qa− qDI , i.e. a debt-with-fixed-payment contract. For

13Alternatively, if we model the problem in the context of procurement or regulation as in Lewis
and Sappington (1997), the optimal form of procurement contract to deter information acquisition
would coincide qualitatively to what Chu and Sappington (2009b) characterizes in a model with
adverse selection. Their driving force for the optimality is the shape of the density function of the
state of nature, whereas in this paper, it is due to deterrence of information acquisition.
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sufficiently high level of output, q ≥ qc, he receives a fixed payment T .

The agent’s motive to acquire information off the equilibrium path contributes to

the explanation of why deterrence of information acquisition generates this contract

discrimination by output level. If the state of nature is sufficiently inefficient, the

agent’s benefit of acquiring information mainly comes from avoiding the debt. If,

instead, the state of nature is relatively efficient, the agent’s benefit of acquiring infor-

mation is mostly attributed to rent extraction. Thus, from the principal’s perspective,

it is optimal to deter information acquisition with different transfer schemes associated

to different sets of output.

5 The Equilibrium Incentive Problem – the Rent-Efficiency

Tradeoff

The following lemma indicates that some information management, either to induce

information acquisition or to deter it, is preferred to null information management for

the principal.

Lemma 3. Null information management is suboptimal.

Proof. Consider κ > κa such that (II) is strictly violated under CSM . Without induc-

ing information acquisition, CSM implements the same outcome as C0 = {t0(q(e0, θ))},
where e0 ∈ arg maxe

´ θ̄
0
tSM(q(e, θ))dF (θ) − c(e) and t0(q) = tSM(q) for all q. C0 sat-

isfies (LL), (IC), and (DI) by construction, which must not be preferred to CDI

for the principal. Consider κ < κq such that (DI) is strictly violated under CSD.

Without deterring information acquisition, CSD implements the same outcome as

C1 = {t1(q1(θ)), q1(θ)}, where q1(θ) = q(e(θ), θ) for all θ ≥ θ̃, zero otherwise, and

t1(q1(θ)) = tSD(q(e(θ), θ)) for θ ≥ θ̃, zero otherwise. C1 by construction satisfies

(IRθ), (ICθ), and (II), which the principal does not prefer to CII .

Lemma 3 allows us to restrict our attention to the comparison between inducing

information acquisition and deterring it when studying the endogenous implementation

of incentive problem. Define the principal’s net value of information, V (κ), as the

difference between her ex ante expected utility when information acquisition is induced

and that when it is deterred,

V (κ) ≡ E(uP (CII , κ))− E(uP (CDI , κ)),
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which is equivalent to the expected improvement in efficiency minus the expected net

information rent given to the agent to incentivize information acquisition,

V (κ) =

ˆ θ̄

0

qII(θ)− c(h(qII(θ), θ))dF (θ)−
ˆ θ̄

0

q(eDI , θ)− c(eDI)dF (θ)︸ ︷︷ ︸
Expected Improvement inEfficiency

−

[ˆ θ̄

0

uA(tII(qII(θ)), qII(θ), κ)dF (θ)−
ˆ θ̄

0

uA(tDI(q(eDI , θ)), κ)dF (θ)

]
︸ ︷︷ ︸

ExpectedNet InformationRent

.

For an agent with the cost of information acquisition κ, if information is crucial in

the sense that the principal benefits more from an improvement in efficiency relative

to the net information rent to motivate the agent to acquire and use the information,

the principal finds it optimal to induce information acquisition and implement adverse

selection in the production stage. Otherwise, it is optimal for her to deter information

acquisition to avoid a high net information rent, at the expense of efficiency, and imple-

ment moral hazard in the production stage. The principal’s information management

and endogenous implementation of incentive problem exhibits a rent-efficiency trade-

off. In a standard adverse selection problem, efficient production from the inefficient

types of agent is traded off to save on rent given to the efficient types of agent, and

in the scope of information management, efficient use of information is traded off to

save on rent given to the agent obtaining such information.

Straightforward from the optimization problem of the principal, Vκ(κ) < 0. For

κ → 0, the principal earns second best payoff if she induces the agent to acquire

information, and she can only deter information acquisition by an extremely low-

powered transfer scheme, i.e. effort is distorted far away from the efficient level. For

κ → ∞, the principal earns second best payoff if she deters the agent from acquiring

information, and if she intends to induce information acquisition, the information rent

goes to infinite. Hence,

Proposition 4. There exists 0 < κI < ∞ such that for κ < κI , improvement in

efficiency exceeds the net information rent, and it is optimal to induce information

acquisition and implement adverse selection in the production stage; for κ > κI , im-

provement in efficiency falls short of the net information rent, and it is optimal to

deter information acquisition and implement moral hazard in the production stage.
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Application: Expert and Mediocre in a Production Relationship. Inter-

preting the cost of information acquisition as the agent’s expertise in this field, the

principal finds it optimal to induce an “expert” (who has sufficiently small cost of

information acquisition) to acquire productive information and to implement adverse

selection in the production stage, as by acquiring this information, improvement in ef-

ficiency is more significant than the net information rent. If the agent is a “mediocre”

(who has sufficiently large cost of information acquisition), it is then optimal to deter

him from acquiring information and to implement moral hazard in the production

stage, to avoid a significantly large information rent at the expense of efficiency.

In terms of the contractual form, if κI ∈ (κa, κq), it is optimal i) to induce infor-

mation acquisition with the second best menu contract, CSM , for κ ≤ κa (an agent

with extremely high expertise); ii) to induce information acquisition with a modified

menu contract, CII , in which qII(θ) > qSM(θ) for θ ≥ θ̂ and qII(θ) < qSM(θ) for θ < θ̂,

for κa < κ ≤ κI (an agent with high expertise); iii) to deter information acquisition

with a debt-with-equity-share contract, CDI , in which qDI < qSD and sDI ≤ 1, for

κI < κ < κq (an agent with mild expertise); to deter information acquisition with a

second best debt contract, CSD, for κq ≤ κ (an agent with poor expertise).

However, level of κI depends on the exact functional form and the distribution of

the state of nature, and is not guaranteed to be within the above-mentioned interval.

If kI ≤ ka, interval ii) does not exist, and if kI ≥ kq, interval iii) does not exist.

For example, given production function q(e, θ) =
√
θe, cost of effort c(e) = e2

2
, and

θ ∼ Unif(0, θ̄), a modified menu contract is never optimal if θ̄ is sufficiently low, i.e.

if information on the state of nature does not improve efficiency significantly relative

to the net information rent, and a debt-with-equity-share contract is never optimal if

θ̄ is sufficiently high, where information is crucial in production.

Application: Investment Banking. The model I present here can also be applied

to address the agency problems in investment banking, where an investment bank

(the principal) makes decision on funding a project executed by a private firm (the

agent), the profitability of which depends on the firm’s investment (human and physical

capital), i.e. the hidden action in the model, and non-contractible stochastic market

condition, i.e. the state of nature in the model. The firm can, before accepting the

contract, conduct market investigation (information acquisition)14 at a sunk cost.

14I restrict information acquisition to only market investigation for explanatory convenience. In-
formation acquisition by the private firm may also include interior investigation such as management
and production audit.
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The cost of market investigation may be related to the characteristics of the market

where the firm participates, such as market transparency, or whether the market is a

newly formed or a well-established one. If the investment bank is contracting with a

firm in a well-established market with high level of transparency, the firm is able to

collect data and past experience at a lower cost. It is optimal for the investment bank

to offer a menu of funding options that induce the firm to conduct market investigation

prior to acceptance. On the other hand, contracting with a firm in a newly formed

market or in one with low level of transparency, data and past experience is limited

or relatively costly for the firm to acquire. It is optimal for the investment bank

to propose a state-independent debt-with-equity-share contract, so that the firm is

deterred from conducting market investigation.

I am aware of the complexity of the real investment banking industry than in

this model, e.g. there involves more competition among investment banks and firms

instead of a simple principal-agent relationship, the investment bank itself may acquire

information as well, and there may also be a regulator involved, but this model serves as

a benchmark for more sophisticated studies in which endogeneity of incentive problem

is optimally chosen with information management.

6 Imperfect Information Acquisition

In the previous sections, information acquisition is perfect as long as acquiring effort

is exerted, or equivalently, it is taken as a special case with linear cost of information

acquisition. To emphasize the difference between perfect and imperfect information

acquisition, in this section I examine the case with an interior solution of informa-

tion management, assuming that d(κ, a) has da(κ, a) ≥ 0, with equality at a = 0,

daa(κ, a) > 0, da(κ, 1)→∞ for all κ. That is, in equilibrium, the incentive problem in

the production stage is stochastic, whose density is implemented by the contracts of-

fered. Denote the contracts CI = {qI(θ), tI(θ)} to an informed agent and CU = {tU(q)}
to an uninformed agent.

Given a, if the agent observes productivity signal and is induced to reveal it truth-

fully, he has information advantage in the production stage and earns information rent

uI(θ) = tI(θ) − ĉ(qI(θ), θ). If he does not observe any signal, output is an imperfect

measurement of his productive effort and he earns uU(θ) ≡ tU(q(eU , θ))− c(eU), where

eU is the implemented effort by CU . The optimal investment in information acquisi-

tion is thus a ∈ arg maxa′ a
′ ´ θ

0
uI(θ)dF (θ) + (1 − a′

)
´ θ

0
uU(θ)dF (θ) − d(κ, a

′
), or by
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the first order condition,

ˆ θ

0

uI(θ)dF (θ)−
ˆ θ

0

uU(θ)dF (θ) = da(κ, a) (A).

Information on productivity is not the only information advantage the agent has,

however. Whether the agent observes a correct signal or nothing is also his private

information. The feasible contracts {CI ,CU} are designed such that an informed agent

prefers CI and the uninformed finds CU more attractive. Respectively,

uI(θ) ≥ max
e
tU(q(e, θ))− c(e) ∀θ ∈ [0, θ] (TTI)

and ˆ θ

0

uU(θ)dF (θ) ≥ max
e

ˆ θ

0

tI(qI(e, θ))dF (θ)− c(e) (TTU).

Adjusting notation accordingly for (LICθ), (M), (IC), (LL), and (NDP ), {CI ,CU}
solves the following program to implement imperfect information acquisition,

PM : max
qI(θ),tI(θ),eU ,tU (q),a

a

ˆ θ

0

qI(θ)− tI(qI(θ))dF (θ)

+ (1− a)

ˆ θ

0

q(eU , θ)− tU(q(eU , θ))dF (θ)

s.t. (LICθ), (M), (IC), (LL), (NDP ), (A), (TTI), (TTU)

Lemma 4. If (TTI) is binding for some states of nature, it is binding at θT , θ̃ < θT ≤
θ, where θ̃ is such that e(θ) ∈ maxe t

U(q(e, θ))− c(e) = 0 for θ < θ̃.

Proof. Appendix A.4.

Proposition 5. Optimal contract {CI ,CU} with imperfect information acquisition has

the following properties

1. qI(θ) ≥ qSM(θ) for θ > θ̂, qI(θ) R qSM(θ) for θ ≤ θ̂, and qI(θ) exhibits a gap at

θ̂, where θ̂ is the state that an uninformed agent expected to reveal ex ante if he

pretends to be informed.

2. If θT < θ, there exists interval (θa, θb) containing θT such that qIθ(θ) = 0 for

θ ∈ (θa, θb).

3. tU(q) takes the form of debt-with-equity-share, with a lower debt than its second

best counterpart, tU(q) = 0 for q ≤ qU < qSD and tU(q) ≤ q − qU for q > qU .
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Proof. Appendix A.4.

As the agent has private information in whether a correct signal or a null signal is

observed, the optimal contract in comparison to the second best15 incorporates this

dimension of truthful revelation. To induce truthful revelation of receiving no signal,

qI(θ) is lowered for θ < θ̂ to restrict the ex ante expected rent given to an uninformed

agent claiming to be informed of state θ̂, and the debt in tU(q), qU , is lowered to give

a higher rent to an uninformed agent who truthfully report receiving no signal. In

addition, an informed agent in θ < θ̃ has no attempt to pretend to be uninformed and

give up his rent. Thus, to induce truthful revelation of receiving a correct signal, an

equity share of output residual in tU(q) is offered in equilibrium to limit an informed

agent’s ability to extract rent by claiming to be uninformed, and qI(θ) for θ < θT is

raised to give an informed agent a higher rent so that it is more costly for him to

pretend uninformed, which violates monotonicity near θT ; pooled output schedule is

then optimal for some intermediate states of nature containing θT . Whether qI(θ)

for θ < min{θ̂, θT} is above or below the second best then depends on the relative

magnitude of the effects from inducing truthful revelation of an informed agent and

that of an uninformed agent.

I thus conclude the qualitative robustness of the debt-with-equity-share contract

in CU , with a lower debt than the second best debt contract. The intuition, however,

is different from that under perfect information acquisition. With perfect information

acquisition, a debt-with-equity-share contract is offered to deter different use of infor-

mation off the equilibrium path. With imperfect information acquisition, a lower debt

is offered to induce the uninformed agent to truthfully report his informativeness, and

an equity share of output residual is offered to deter the informed agent from claiming

to be uninformed. The pooled output schedule for intermediate states of nature in

CI is attributed to the joint effect of truthful revelation of being informed of states

θ ∈ (θa, θb) and the monotonicity constraint. The former technically resembles the

type-dependent participation constraints that generate countervailing incentives. In

fact, the contract designed for an uninformed agent is itself a type-dependent alterna-

tive for an informed agent.16

15The second best here is referred to the one with symmetric information on whether information
is realized imperfectly. I find it more persuasive to compare the optimal contract to this second best
instead of the one with perfect signal, as the latter includes the effect of information management
and that of a possible null signal.

16Please refer to Lewis and Sappington (1989) for a pioneer work and to Jullien (2000) for a
general discussion of countervailing incentives. Lemma 4 and Proposition 5 here can be regarded
as a justification for the presence of countervailing incentive even with type-independent reservation
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Iossa and Martimort (2013) provides a similar idea to that in this section, yet with

several differences in the model. The most important difference is on the assumption

that the agent, although observing the true level of information acquiring action, is

pessimistic about the realization of information in the sense that he believes the in-

formation is realized at a lower probability than a, whereas I have ex ante symmetric

belief on the equilibrium realization of information acquisition upon seeing the con-

tractual specification. They assume linear transfer scheme for both the informed and

the uninformed agent, and I assume neither. Information is acquired after signing the

contract, instead of before acceptance. They define pooling over the slope of transfer,

and I define pooling over the output schedule.

Due to these differences in assumptions and definitions, we predict some results

differently. In Iossa and Martimort, costly information acquisition itself does not

distort the optimal contract, it is the joint effect with the agent’s pessimistic attitude

that makes a difference, whereas I show that even with symmetric belief on the agent’s

information acquisition in equilibrium, information management distorts the optimal

contract from the second best provided that the cost of information acquisition is not

too extreme. They find pooling optimal in inefficient states of natures instead of in the

intermediate states of nature. This difference relies on the assumed linear transfer, so

that (TTI) is violated in sufficiently inefficient states of nature under the linear second

best and can be made satisfied only by pooling the slope of transfer to an informed

agent and that to an uninformed agent. Pooling in Iossa and Martimort is resulted

from truthful revelation of observing sufficiently inefficient states of nature, whereas

pooling in this paper is due to the joint forces of truthful revelation of observing

intermediate states of nature and monotonicity of output schedule.

In the case of perfect information acquisition, information management exhibits

a rent-efficiency tradeoff. With imperfect information acquisition, an additional con-

sideration is included: the risk for having no signal, which is either absent in the

environment with perfect information acquisition, or negligible when the agent is risk

neutral in acquiring information. The principal implement a∗ in equilibrium such that´ θ
0
qI(θ)− c(h(qI(θ), θ))− uI(θ)dF (θ)−

´ θ
0
q(eU , θ)− c(eU)− uUdF (θ) = φdaa(a

∗), or

payoff. However, it does not perfectly coincide with Lewis and Sappington (1989) and Jullien (2002),
as the “type-dependent reservation payoff” for an informed agent here depends on the principal’s
endogenous choice of contract to an uninformed agent.
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equivalently,

ˆ θ

0

qI(θ)− c(h(qI(θ), θ))− q(eU , θ) + c(eU)dF (θ)︸ ︷︷ ︸
Expected Improvement inEfficiency

− φdaa(κ, a∗)︸ ︷︷ ︸
Risk Premium

=

ˆ θ

0

uI(θ)− uUdF (θ)︸ ︷︷ ︸
ExpectedNet InformationRent

.

Information management thus involves a rent-risk-efficiency tradeoff.

Implementing a high information acquiring effort benefits the principal in the sense

that, with a high probability of the agent being informed, productive effort is exerted

more efficiently, and the rent given to the agent regarding whether he is informed or

not is lower; it costs the principal a higher information rent to the informed agent to

motivate such high information acquiring effort and reveal the truth. Implementing a

low information acquiring effort benefits the principal as she pays an information rent

to the informed agent with a small probability, a lower rent to the agent regarding

whether he is informed or not for it is likely that the agent is uninformed, and a

small transfer to motivate a low information acquiring effort, at a larger expense

of efficiency. Implementing an intermediate information acquiring effort balance the

probability that production is made more efficiently and information rent is paid to

the informed agent with the transfer paid to motivate information acquiring effort, at

the expense of higher rent given to the agent regarding whether information is realized.

7 Private Cost of Information Acquisition

I have adopted the assumption of common knowledge in the cost of information ac-

quisition. It is not surprising that this cost, interpreted as the agent’s expertise,

may also be the agent’s private information. Consider perfect information acquisition

as assumed throughout the paper except in Section 6. For ease of illustration, let

κ ∈ {κL, κH}, κL < κI < κH , κ = κL with probability k. Under common knowledge of

κ, the principal finds it optimal to implement adverse selection by inducing the agent

of κL to acquire information, and to implement moral hazard by deterring the agent

of κH from acquiring information.

If κ is private knowledge of the agent, the principal design a pair of contract

{CI ,CU}, where CI = {qI(θ), tI(θ)} is designed to induce the agent of κL to acquire
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and reveal information truthfully, CU = {tU(q)} is designed to keep the agent of κH

uninformed and motivated to exert effort, and that the agent voluntarily reveal his

cost of information acquisition. In addition to the incentive compatibility, individual

rationality, inducing information acquisition, and deterring information acquisition

constraints in Sections 3 and 4, the pair of contracts satisfies

uI(θ) ≥ max
e
tU(q(e, θ))− c(e) ∀θ ∈ [0, θ] (TTI)

and ˆ θ

0

uU(θ)dF (θ) ≥ max
e

ˆ θ

0

tI(qI(e, θ))dF (θ)− c(e) (TTU)

as in Section 6. The agent who has acquired and learned information does not lie to

be uninformed by accepting CU , vice versa. The principal’s optimization program is

then

Pp : max
qI(θ),tI(θ),eU ,tU (q)

k

ˆ θ

0

qI(θ)− tI(qI(θ))dF (θ)

+ (1− k)

ˆ θ

0

q(eU , θ)− tU(q(eU , θ))dF (θ)

s.t. (LICθ), (M), (IC), (LL), (NDP ), (II), (DI), (TTI), (TTU)

Proposition 6. The debt-with-equity-share contract to deter information acquisition

derived in Proposition 3 is qualitatively robust to private knowledge of κ, and the

optimal menu contract to induce information acquisition has qIθ(θ) = 0 for θ ∈ (θc, θd),

when κ is the agent’s private information.

Proof. As shown in Appendix A.4, (TTI) and (TTU) distort the contract to the unin-

formed agent CU from the second best CSD towards the same direction as does (DI).

The result predicted in Proposition 3 is re-enforced with asymmetric information on

the cost of information acquisition. (TTU) distort the contract to the informed agent

CI from the second best CSM towards the same direction as does (II), and as pointed

out in Section 6, (TTI) technically resembles a θ-dependent reservation payoff that

generates countervailing incentives. The presence of (TTU) re-enforce the result pre-

dicted in Proposition 1, and (TTI), along with monotonicity constraint, results in

pooled output schedule in intermediate states of nature for the informed agent.
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8 Conclusion

The main insight of this paper is the treatment of the two polar incentive problems

as equilibrium responses via information management, and the optimal contract to

implement the equilibrium incentive problem. Model-wise, this brings the two polar

incentive problems under a unified framework. What’s more, this fills the gap in the

literature, in which abundant analysis is focused on how existing incentive problem

affects equilibrium outcome, but little is said about how such incentive problem arise,

and how the optimal contract responds respectively to its emergence.

The model presented in this paper is ready to be extended towards several direc-

tions that are left off. One drawback of the present model is that, given the assumed

information acquiring technology, the two incentive problems are substitutes in equi-

librium, which fails to explain the possible co-existence of the two incentive problems.

Information acquiring effort that generates a noisy signal, which is communicated from

the agent to the principal through a menu of contingent transfers, may be a more

sophisticated way to model the interaction between information management and im-

plementation of the incentive problems, yet at the expense of model complexity, as

output options in the menu contract cannot be made singletons.

In addition, I only consider the agent to acquire information, implicitly assuming

that it is impossible or infinitely costly for the principal to acquire information. Re-

laxing this assumption, one can incorporate into the model the principal’s decision on

whether to delegate information acquisition to the agent, or to acquire information

by herself and communicate such information to the agent. This expands the support

of endogenous incentive problem within the contractual relationship to include the

possibility of an informed principal.

A static contractual relationship was assumed throughout the paper, and the tim-

ing of information acquisition is exogenously given. It would be interesting to extend

the model to a dynamic contracting relationship, in which the timing of information

acquisition is endogenously implemented, and the cost of information acquisition di-

minishes in time as partial information may be freely observed by the agent throughout

the production process.

From an empirical standpoint, I suggested the importance of identifying the cost of

information acquisition as well as the essential incentive problem(s) in empirical tests

on agency theory. The incentive problem within the contractual relationship is an

equilibrium response, and empirical research in which it is assumed exogenously may in

some occasions fail to identify the true underlying incentive problem and thus generate
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bias conclusions. Specifically, in a scenario where the contractible variable depends on

a stochastic and a choice variable, information on the former is acquirable at a cost, e.g.

production, employment relationships, and investment banking, identification of the

cost of information acquisition is more likely to play an important role in the analysis

as it sheds light on the equilibrium incentive problem and the form of contract. For

scenarios where it is impossible or very costly to manipulate the contractible variable,

e.g. a trade contract after the object is produced, or situations where information

on the stochastic state of nature is extremely costly or almost impossible to acquire,

e.g. accident insurance, assuming the source of incentive problem from the outset may

benefit the researcher for its simplicity.

Appendix

A Proof of Propositions

A.1 Proof of Proposition 1

PII : max
t(θ),q(θ)

E(uP (θ)) =

θ̄ˆ

0

q(θ)− t(θ)dF (θ)

subject to

t(0)− ĉ(q(0), 0) ≥ 0 (IR0)

tθ(θ)− ĉq(q(θ), θ)qθ(θ) = 0 ∀θ ∈ [0, θ̄] (LICθ)

qθ(θ) ≥ 0 (M)

ˆ θ̄

0

t(θ)− ĉ(q(θ), θ)dF (θ)− κ ≥ max
e

ˆ θ̄

0

t(q(e, θ))− c(e)dF (θ) (II)

Subscripts stand for partial derivatives.

Let uA(θ) = maxy t(y)− ĉ(q(y), θ) = t(θ)− ĉ(q(θ), θ). uAθ (θ) = −ĉθ(q(θ), θ) > 0 by

envelop theorem. Taking integral and by binding (IR0), uA(θ) =
´ θ

0
−ĉθ(q(x), x)dx.

Plug t(θ) = uA(θ) + ĉ(q(θ), θ) into E(uP (θ)) and rearrange by integration by parts,

E(uP (θ)) =

ˆ θ̄

0

q(θ)− ĉ(q(θ), θ)dF (θ)−
ˆ θ̄

0

1− F (θ)

f(θ)
(−ĉθ(q(θ), θ))dF (θ).

Let uA(θ̂) = t(θ̂)− ĉ(q(θ̂), θ̂) = maxe
´ θ̄

0
t(q(e, θ))− c(e)dF (θ), the certainty equiv-
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alence of the right hand side of (II), then (II) can be rewritten as

ˆ θ̄

0

(1θ>θ̂ − F (θ))(−ĉθ(q(θ), θ))dθ ≥ κ.

The principal’s reduced program to induce information acquisition is thus

PII : max
q(θ)

ˆ θ̄

0

q(θ)− ĉ(q(θ), θ)− 1− F (θ)

f(θ)
(−ĉθ(q(θ), θ))dF (θ)

subject to

ˆ θ̄

0

(1θ≥θ̂ − F (θ))(−ĉθ(q(θ), θ))dθ ≥ κ (II
′
)

Let λ be the Lagrange multiplier for (II
′
), qII(θ) solves

(
(1− ĉq(q(θ), θ))−

1− F (θ)

f(θ)
(−ĉθq(q(θ), θ))

)
+ λ

1θ>θ̂ − F (θ)

f(θ)
(−ĉθq(q(θ), θ)) = 0

For κ < κa, where κa = limq(θ)→qSM (θ)

´ θ̄
0

(1θ>θ̂−F (θ))(−ĉθ(q(θ), θ))dθ, (II
′
) slacks

and the principal is able to induce information acquisition with the second best

menu contract CSM = {tSM(θ), qSM(θ)}, λ = 0. Note that 1−F (θ)
f(θ)

(−ĉθq(q(θ), θ)) =

∂
∂q(θ)

(
ce(h(θ, q(θ)))1−F (θ)

f(θ)
qθ(h(θ,q(θ)),θ)
qe(h(θ,q(θ)),θ)

)
> 0, which is decreasing in θ, so monotonicity

constraint is strictly satisfied.

For κ > κa, (II
′
) is violated given the second best menu contract. λ > 0 in

equilibrium. First claim that λ ≤ 1. Suppose that the cost of information acquisition

increased by δ, with the optimal contract provided, the principal’s equilibrium payoff

dropped by λδ. A weakly dominated response to this increment for the principal is to

increase the transfer to the agent in any state of nature by δ, which does not violate

any constraint. This results in a drop of the principal’s payoff by δ. λδ ≤ δ, and thus

λ ≤ 1. With 0 < λ ≤ 1 and 1−F (θ)
f(θ)

(−ĉθq(q(θ), θ)) > 0, the optimal contract to induce

information acquisition CII = {tII(θ), qII(θ)} is such that qII(θ) > qSM(θ) for θ > θ̂,

and qII(θ) < qSM(θ) for θ ≤ θ̂.

�

A.2 Proof of Proposition 2

P
′

DI : max
s,q,e

ˆ θ̄

0

q(e, θ)dF (θ)−
ˆ θ̄

θ

s(q(e, θ)− q)dF (θ)
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subject to

0 ≤ s ≤ 1 (NDP )

ˆ θ̄

θ

sqe(e, θ)dF (θ)− ce(e) = 0 (LIC
′
)

ˆ θ̄

θ

s(q(e, θ)− q)dF (θ)− c(e)

≥
ˆ θ̄

θ̃

s(q(e(θ), θ)− q)− c(e(θ))dF (θ)− κ (DI
′
)

Subscripts stand for partial derivatives.

Let µ
′
, and φ

′
be the Lagrange multipliers associated to (LIC

′
) and (DI

′
), respec-

tively. The Lagrange function, ignoring (NDP ),

L
′
=

ˆ θ̄

0

q(e, θ)dF (θ)−
ˆ θ̄

θ

s(q(e, θ)− q)dF (θ) + µ
′
(

ˆ θ̄

θ

sqe(e, θ)dF (θ)− ce(e))

+ φ
′
(

ˆ θ̄

θ

s(q(e, θ)− q)dF (θ)− c(e)−
ˆ θ̄

θ̃

s(q(e(θ), θ)− q)− c(e(θ))dF (θ) + κ)

CDI = {qSD, sSD} solves ∂L
′

∂q
q = 0 and ∂L

′

∂s
(1− s)s = 0.

∂L
′

∂q
q =

(
1− µ′

(
qe(e, θ)

qθ(e, θ)

f(θ)

1− F (θ)

)
+ φ

′

(
F (θ)− F (θ̃)

1− F (θ)

))
q = 0

By Lemma 2, θ̃ > θ, so F (θ)−F (θ̃) < 0. If φn = 0, constraint (DI) slacks and the

principal is able to deter information acquisition with the second best debt contract

CSD = {sSD = 1, qSD}. Define κq = limq→qSD
´ θ̄
θ̃

(q(e(θ), θ) − q) − c(e(θ))dF (θ) −´ θ̄
θ

(q(eSD, θ) − q)dF (θ) + c(eSD). For κ < κq, φ
′
> 0, and as F (θ) − F (θ̃) < 0, the

optimal debt contract to deter information acquisition has 0 ≤ qDI < qSD, where

equality holds only if φ
′ →∞.
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∂L
′

∂s
= −
ˆ θ̄

θ

(q(e, θ)− q)dF (θ) + µn
ˆ θ̄

θ

qe(e, θ)dF (θ)

+ φ
′
(

ˆ θ̄

θ

(q(e, θ)− q)dF (θ)−
ˆ θ̄

θ̃

(q(e(θ), θ)− q)dF (θ))

If φ
′
< φ′ ≡

µ
′
SD

´ θ̄
θSD

qe(eSD,θ)dF (θ)−
´ θ̄
θSD

(q(eSD,θ)−qSD)dF (θ)´ θ̄
θ̃SD

(q(e(θ),θ)−qSD)dF (θ)−
´ θ̄
θSD

(q(eSD,θ)−qSD)dF (θ)
, the principal is able to

deter information acquisition with s = 1. Let κs = lims→1

´ θ̄
θ̃
s(q(e(θ), θ) − qs) −

c(e(θ))dF (θ)−
´ θ̄
θ
s(q(es, θ)− qs)dF (θ) + c(es), superscript s being the level of equilib-

rium choice variables when φ
′
= φ′ . If

´ θ̄
θSD

(q(eSD, θ)− qSD)dF (θ) <
´ θ̄
θ̃SD

(q(e(θ), θ)−
qSD)dF (θ), for κ < κs such that φ

′
> φ′ , sDI < sSD. For κ < κs such that

φ
′
> φ′ , sDI < sSD = 1 and solves −

´ θ̄
θ

(q(e, θ) − q)dF (θ) + µ
′ ´ θ̄
θ
qe(e, θ)dF (θ) +

φ
′
(
´ θ̄
θ

(q(e, θ) − q)dF (θ) −
´ θ̄
θ̃

(q(e(θ), θ) − q)dF (θ)) = 0. The solution is optimal as

∂2L
′

∂s2
= −
´ θ̄
θ̃
qe(e(θ), θ)es(θ)dF (θ) + (q(e(θ̃), θ̃)− q)f(θ̃)θ̃s < 0.

�

A.3 Proof of Proposition 3

PDI : max
t(q(e,θ)),e

ˆ θ

0

q(e, θ)− t(q(e, θ))dF (θ)

subject to

t(q(e, θ)) ≥ 0 (LL)

0 ≤ tq(q(e, θ)) ≤ 1 (NDP )

ˆ θ

0

tq(q(e, θ))qe(e, θ)dF (θ) = ce(e) (LIC)

ˆ θ

0

t(q(e, θ))dF (θ) ≥
ˆ θ

0

1θ≥θ̃t(q(e(θ), θ))− c(e(θ))dF (θ)− κ (DI)

Subscripts stand for partial derivatives. Let µ, and φ be the Lagrange multipliers

associated to (LIC), and (DI), respectively.

With limited liability, t(q(e, θ)) =
´ θ

0
tq(q(e, x))qθ(e, x)dx, and by integration by

parts,
´ θ

0
t(q(e, θ))dF (θ) =

´ θ
0

(1− F (θ))tq(q(e, θ))qθ(e, θ)dθ. By the envelope theorem

of an informed agent off the equilibrium path and integration by parts, t(q(e(θ), θ))−
c(e(θ)) =

´ θ
θ̃
tq(q(e(x), x))qθ(e(x), x)dx, and

´ θ
θ̃
t(q(e(θ), θ)) − c(e(θ))dF (θ) =

´ θ
θ̃

(1 −
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F (θ))tq(q(e(θ), θ))qθ(e(θ), θ)dθ. The (point-wise) Lagrange function of the principal’s

problem to deter an agent from acquiring information, excluding (LL) and (NDP ), is

then written as

L = tq(q(e, θ)) (−(1− F (θ))qθ(e, θ) + µqe(e, θ)f(θ) + φ((1− F (θ))qθ(e, θ)

−φ1θ′≥θ̃(1− F (θ
′
))qθ(e(θ

′
), θ

′
))
)

+ q(e, θ)f(θ)− µce(e)− φ(c(e) + κ),

where θ
′

is such that q(e, θ) ≡ q(e(θ
′
), θ

′
). If κ is sufficiently large that φ = 0,

tq(q(e, θ)) = 1 if µ ≥ 1−F (θ)
f(θ)

qθ(e,θ)
qe(e,θ)

≡ 1
ρ1(e,θ)

, tq(q(e, θ)) = 0 otherwise. As 1
ρ1(e,θ)

by

Assumption 2 is decreasing in θ, the second best contract is in the form of debt, where

tSD(q) = 0 for q ≤ qSD, and tSD(q) = q − qSD otherwise.

Let the solution to the above problem, ignoring monotonicity for now, be t̂(q).

If κ is sufficiently small that φ > 0, for q < q̃ ≡ q(e(θ̃), θ̃), i.e. where θ
′
< θ̃,

t̂q(q) = 1 if µ > 1−φ
ρ1(e,θ)

, t̂q(q) = 0 otherwise. For q < q̃, t̂(q) = max{q − qDI , 0}, where

qDI < qSD. For q ≥ q̃, i.e. where θ
′ ≥ θ̃, t̂q(q) = 1 if µ > 1−φ

ρ1(e,θ)
+ φ1−F (θ

′
)

f(θ)
qθ(e(θ

′
),θ

′
)

qe(e,θ)
,

t̂q(q) = 0 otherwise. 1−φ
ρ1(e,θ)

+φ1−F (θ
′
)

f(θ)
qθ(e(θ

′
),θ

′
)

qe(e,θ)
= 1

ρ1(e,θ)
− φ

ρ1(e,θ)

(
1− (1−F (θ

′
))qθ(e(θ

′
),θ

′
)

(1−F (θ))qθ(e,θ)

)
.

Let θ0 be such that q(e, θ0) ≡ q(e(θ0), θ0). For θ < θ0, θ < θ
′

and for θ > θ0,

θ > θ
′
, so ∂θ

′

∂θ
< 1. (1−F (θ

′
))qθ(e(θ

′
),θ

′
)

(1−F (θ))qθ(e,θ)
is then increasing in θ. If φ = 1, − ∂

∂θ

(
1

ρ1(e,θ)

)
<

∂
∂θ

(
−1

ρ1(e,θ)

(
1− (1−F (θ

′
))qθ(e(θ

′
),θ

′
)

(1−F (θ))qθ(e,θ)

))
. Thus, for sufficiently small κ such that φ > φ̂,

φ̂ < 1, 1
ρ1(e,θ)

− φ
ρ1(e,θ)

(
1− (1−F (θ

′
))qθ(e(θ

′
),θ

′
)

(1−F (θ))qθ(e,θ)

)
is increasing in θ. If φ < φ̂, for q ≥ q̃,

t̂(q) = max{q − q̂, 0}, where q̂ > qDI . As q̂ > qDI , t̂(q) violates non-decreasing

transfer near q̃. Thus, there exists an interval [qa, qb) containing q̃ in which low-

powered incentive (tq(q) = 0) occurs. Therefore, tDI(q) ≤ q − qDI for q > qDI . If

1 > φ > φ̂, there exists qc such that t̂q(q) = 0 for q > qc. The optimal contract is then

as the following:

tDI(q(e, θ)) =



0 for q ∈ [q(e, 0), qDI ]

q(e, θ)− qDI for q ∈ (qDI , qa)

qa − qDI for q ∈ [qa, qb]

q(e, θ)− q̂ for q ∈ (qb, qc]

T for q ∈ (qc, q(e, θ))

,

where interval (qc, q(e, θ)) is empty if κ is sufficiently large. As tDIqq = 0 wherever

second-order differentiable,
´ θ

0
tDIqq (q(e, θ))q2

e(e, θ) + tDIq (q(e, θ))qee(e, θ)dF (θ) < 0, the

first order approach is valid.
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A.4 Proof of Lemma 4 and Proposition 5

uI(θ) =
´ θ

0
−ĉθ(qI(x), x)dx+ uI(0). The principal’s optimization program is then

PM : max
qI(θ),eU ,tU (q),a

a

(ˆ θ

0

qI(θ)− ĉ(qI(θ), θ)− 1− F (θ)

f(θ)
(−ĉθ(qI(θ), θ))dF (θ)− uI(0)

)

+ (1− a)

(ˆ θ

0

q(eU , θ)− tU(q(eU , θ))dF (θ)

)

subject to

tU(q(eU , θ) ≥ 0 (LL)

0 ≤ tUq (q) ≤ 1 (NDP )

qIθ(θ) ≥ 0 (M)

ˆ θ

0

tUq (q(eU , θ))qe(e
U , θ)dF (θ) = ce(e

U) (LICU)

ˆ θ

0

uI(θ)dF (θ)−
ˆ θ

0

uU(θ)dF (θ) = da(κ, a) (A)

uI(θ) ≥ max
e
tU(q(e, θ))− c(e) ∀θ ∈ [0, θ̄] (TTI)

ˆ θ

0

uU(θ)dF (θ) ≥ max
e

ˆ θ

0

tI(qI(e, θ))dF (θ)− c(e) (TTU)

Subscripts in the functions stand for derivatives. Let µ, φ, λI(θ), λU be the Lagrange

multipliers for (LICU), (A), (TTI), (TTU), respectively. Denote θ̂ as such that uI(θ̂) =

maxe
´ θ

0
tI(qI(e, θ))dF (θ)− c(e).

qI(θ) solves(
a− aĉq(q(θ), θ)− (a− φ)

1− F (θ)

f(θ)
(−ĉθq(qI(θ), θ))

)
+

1

f(θ)

ˆ θ

θ

λI(x)dx(−ĉθq(qI(θ), θ))−
λU

f(θ)
(−ĉθq(qI(θ), θ))1θ≤θ̂ = 0
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and, by similar method as Appendix A.3, tUq (q) = 1 if

µ >
1− a+ φ

ρ1(e, θ)
− λU

ρ1(e, θ)
+

´ θ
θ′
λI(θ)qθ(e(θ), θ)dθ

qe(e, θ)f(θ)

where ρ1(e, θ) ≡ f(θ)
1−F (θ)

qe(e,θ)
qθ(e,θ)

and θ
′

is such that q(e, θ) = q(e(θ
′
), θ

′
).

Show Lemma 4. Let {ĈI , ĈU} be the optimal contract excluding (TTI), in which

tUq (q) = 1 if

µ >
1− a+ φ− λU

ρ1(e, θ)
.

Claim that 1− a+φ− λU ≥ 0. Suppose that in addition to the optimal contracts,

that the principal increases the transfer to the uninformed agent by δ and adjust a

downward by η to bind (A), which does not violate any constraint excluding (TTI).

Downward adjustment of a has a second order effect yet increment of transfer has

a first order effect. The principal’s indirect objective function is then changed by

(−1 + a−φ+ λU)δ ≤ 0 as she is moving from the optimal solution to the suboptimal.

As 1 − a + φ − λU ≥ 0, the optimal contingent transfer excluding (TTI) to an

uninformed agent is a debt contract. Thus, given implemented productive effort, there

exist θ̃ such that e(θ) ∈ maxe t
U(q(e, θ)) − c(e) = 0 for θ < θ̃. Along with individual

rationality of the informed agent, (TTI) is strictly satisfied for θ < θ̃. Hence, if ûI(θ)

is sufficiently convex such that (TTI) is violated for some θ ∈ [θ1, θ2], it is where

θ1 > θ̃ and θ2 ≤ θ. To deter an informed agent in states θ ∈ (θ1, θ2) from lying to be

uninformed, there exists θT such that qI(θ) for θ < θT are raised to increase the rent

in these states. As (TTI) is strictly satisfied in θ ≤ θ̃, θ̃ < θT ≤ θ.

Given Lemma 4, qI(θ) solves(
a− aĉq(q(θ), θ)− (a− φ)

1− F (θ)

f(θ)
(−ĉθq(qI(θ), θ))

)
+
λI(θT )

f(θ)
1θ≤θT (−ĉθq(qI(θ), θ))−

λU

f(θ)
(−ĉθq(qI(θ), θ))1θ≤θ̂ = 0

and tUq (q) = 1 if

µ >
1− a+ φ

ρ1(e, θ)
− λU

ρ1(e, θ)
+ λI(θT )

qθ(e(θ
′
), θ

′
)

qe(e, θ)f(θ)
1θ′∈[θ̃,θT ]

As −ĉθq(qI(θ), θ) = ∂
∂q(θ)

(
ce(h(θ, q(θ))) qθ(h(θ,q(θ)),θ)

qe(h(θ,q(θ)),θ)

)
> 0, two binding constraints

distort qI(θ) from qSM(θ): a) qI(θ) for θ ≤ θT are raised to prevent an informed agent
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from pretending to be uninformed, implied by λI(θT )
f(θ)

1θ≤θT (−ĉθq(qI(θ), θ)) ≥ 0; b) qI(θ)

for θ ≤ θ̂ is lowered with a gap at θ̂ to prevent an uninformed agent from lying to

be informed, captured by − λU

f(θ)
(−ĉθq(qI(θ), θ))1θ≤θ̂ < 0. For θ > θ̂, qI(θ) ≥ qSM(θ)

as at most the first effect is present. For θ ≤ θ̂, depending on the countervailing

effect between truth telling in the informed phase and that in the uninformed phase,

qI(θ) < qSM(θ) if the second effect is sufficiently significant to outweigh the first.

Hence i) in Proposition 5. If θT < θ and θT 6= θ̂, monotonicity must be violated near

θTdue to a). Optimal qI(θ) thus have qIθ(θ) = 0 for θ ∈ (θa, θb), where θT ∈ (θa, θb),

ii) in Proposition 5.

The same constraints also distort tU(q) from tSD(q) = max{q(eSD, θ)− qSD, 0}: a)

to prevent an uninformed agent from lying to be informed, the initial debt is lowered,

tU(q) = 0 for q < qU < qSD, as − λU

ρ(e,θ)
< 0; b) to deter an informed agent from lying

to be uninformed, for q ∈ [q̃, qT ], where q̃ ≡ q(e(θ̃), θ̃) and qT ≡ q(e(θT ), θT ), tU(q)

is lowered in the sense that tUq (q) = 1 for q(e, θ) > q1 > qU , as λI(θT ) qθ(e(θ
′
),θ

′
)

qe(e,θ)f(θ)
> 0,

which violates monotonicity near q̃. Hence, there exist an interval (qa, qb) containing

q̃, such that tUq (q) = 0 for q(e, θ) ∈ (qa, qb). Thus, tU(q) ≤ q − qU for q > qU , share of

output residual to the agent is reduced.

�

B Deterrence of Information Acquisition with a Risk Averse

Agent

Suppose that the agent is risk averse in the realization of transfer, in the sense that

uA = v(t(q(e, θ)) − c(e), where vt(t) > 0 and vtt(t) < 0. The (IC) constraint can be

replaced by the local incentive compatibility constraint

ˆ θ̄

0

vt(t)tq(q)qe(e, θ)− ce(e)dF (θ) = 0 (LICa)

if v(t) is sufficiently concave and c(e) is sufficiently convex, and transfer is non-

decreasing, tq(q) ≥ 0.17 We assume the former two hold, along with the following

assumption for the second best contract to be monotonically non-decreasing.

Assumption 4. v(t) has non-increasing absolute risk aversion, i.e.
∂
(
− vtt(t)
vt(t)

)
∂t

≤ 0.

17This is straightforward from the second order derivative of the agent’s optimization problem.
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Replacing (IC) by (LICa), the principal’s optimization program to deter a risk

averse agent from information acquisition is

Pa : max
t(q),e

ˆ θ̄

0

q(e, θ)− t(q(e, θ))dF (θ)

s.t.(IR), (LICa), (DI)

How the binding constraint (DI) distort the optimal (non-monotonic) contract, tDI(q),

from the second best, tSB(q) is characterized in the following proposition.

Proposition 7. Implementing e∗,

1. for q(e∗, θ) < q(e(θ̃), θ̃), tDI(q) > tSB(q) ;

2. for q(e∗, θ) ≥ q(e(θ̃), θ̃), tDI(q) > tSB(q) if f(θ) > f(θ
′
), and tDI(q) ≤ tSB(q)

if f(θ) ≤ f(θ
′
) with equality holds at f(θ) = f(θ

′
), where θ

′
is such that

q(e(θ
′
), θ

′
) ≡ q(e∗, θ);

3. there is a downward gap of tDI(q) at q(e(θ̃), θ̃) from the left.

Proof. Let θ
′
> 0 is such that q(e∗, θ) ≡ q(e(θ

′
), θ

′
). For sufficiently small θ > 0,

e(θ) < e∗ and q(e(θ), θ) < q(e∗, θ), for sufficiently large θ, e(θ) > e∗ and q(e(θ), θ) >

q(e∗, θ), and by qeθ > 0, θ
′ ∈ (0, θ) exists. By the first order condition of the principal’s

point-wise optimization problem with respect to t(q),

1

vt(t(q(e∗, θ))
= λIR + µa

vtt(t(q(e
∗, θ))

vt(t(q(e∗, θ))
tq(q(e

∗, θ)qe(e
∗, θ) + φa

(
1− 1θ′≥θ̃

f(θ
′
)

f(θ)

)
,

where λIR, µa, and φa are the Lagrange multipliers associated to constraints (IR),

(LICa), and (DI), respectively. If κ is sufficiently small that φa > 0, 1−1θ′≥θ̃
f(θ

′
)

f(θ)
= 1

for θ
′
< θ̃, i.e. for q(e∗, θ) ≡ q(e(θ

′
), θ

′
) < q(e(θ̃), θ̃), hence part 1; for θ

′ ≥ θ̃, i.e.

for q(e∗, θ) ≡ q(e(θ
′
), θ

′
) > q(e(θ̃), θ̃), 0 < 1 − 1θ′≥θ̃

f(θ
′
)

f(θ)
< 1 for f(θ) > f(θ

′
), and

1 − 1θ′≥θ̃
f(θ

′
)

f(θ)
≤ 0 for f(θ) ≤ f(θ

′
), with equality holds at f(θ) = f(θ

′
), hence part

2. As 1 − 1θ′≥θ̃
f(θ

′
)

f(θ)
= 1 for θ

′
< θ̃ and 1 − 1θ′≥θ̃

f(θ
′
)

f(θ)
< 1 for θ

′ ≥ θ̃, part 3 is

straightforward.

Part 1 in Proposition 7 is intuitive: one motive for the agent to acquire information is

to distinguish sufficiently inefficient state of nature to avoid exerting effort at a loss.

Thus, to counter such opportunistic motive, the principal increases the transfer for

sufficiently inefficient states of nature, reducing the loss subject to those states. It
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can also be seen as an reward for not acquiring information to avoid loss in the most

inefficient states of nature, as q(e∗, θ) < q(e(θ̃), θ̃) would have been avoided if the agent

had acquired information.

Part 2 captures the other opportunistic motive for the agent to acquire information

off the equilibrium path: to discover a relatively efficient state of nature to extract

maximal rent. It would be clearer if we think of states of nature as discrete states,

so that the density is the probability distribution. The principal is unable to judge

directly whether a certain realization of output is produced by an uninformed or an

informed agent. If an output level is more likely to be realized by an agent who

opportunistically acquired information, f(θ
′
) > f(θ), it is optimal for the principal to

punish the agent for such realization relative to the second best contract, and if it is

more likely to be realized by an agent who did not acquire information, f(θ) > f(θ
′
),

it is then optimal for the principal to reward the agent for such realization more than

the second best would have.

Proposition 7 is derived without imposing monotonicity on the transfer scheme.

Part 3 indicates that, even if the second best transfer is monotonically increasing,

the binding constraint to deter information acquisition creates non-monotonicity to

the optimal contract. Thus, imposing non-decreasing transfer, there are some non-

contingency of transfer on outputs at least near q(e(θ̃), θ̃).18

Corollary 2. If fθ(θ) = 0 ∀θ ∈ [0, θ̄], tDI(q) = tSB(q) for q(e∗, θ) ≥ q(e(θ̃), θ̃); if

fθ(θ) > 0∀θ ∈ [0, θ̄], tDI(q) < tSB(q) for q(e(θ0), θ0) > q(e∗, θ) ≥ q(e(θ̃), θ̃) and

tDI(q) ≥ tSB(q) for q(e∗, θ) ≥ q(e(θ0), θ0); if fθ(θ) < 0∀θ ∈ [0, θ̄], tDI(q) > tSB(q)

for q(e(θ0), θ0) > q(e∗, θ) ≥ q(e(θ̃), θ̃) and tDI(q) ≤ tSB(q) for q(e∗, θ) ≥ q(e(θ0), θ0),

where θ0is such that e∗ = e(θ0).

The corollary indicates that, in the case of accepting the contract, if the density

of state of nature is increasing, upon observing a sufficiently low realization of out-

put, the principal believes that it is more likely to be produced by an informed agent,

and reward the agent less than what he would have been rewarded in the second

best; otherwise, she rewards him more than what he would have been rewarded in the

second best. The optimal contract to deter information acquisition offers a higher-

powered (lower-powered) incentive than offered in the second best if the density of

state of nature is increasing (decreasing). This serves as a complement to the litera-

ture on information acquisition with the presence of moral hazard mentioned in the

18This non-monotonicity comes from utilization of information off the equilibrium path to reject the
contract. If no rejection is possible, i.e. information can only be acquired after signing the contract,
part 3 is absent.
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literature review, which attributes a higher-powered incentive to inducing informa-

tion acquisition that generates a mean preserving signal of the random noise. I argue

that, deterring information acquisition does not necessarily rely on a lower-powered

incentive. It depends on the density of states of nature.
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