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1 Extended Abstract

This work studies two-person zero-sum repeated games in which at least one of
the players is restricted to (mixtures of) bounded recall strategies. A (pure) k
recall strategy is a strategy that relies only on the last k periods of history. This
work improves previous results [2, 4] on repeated games with bounded recall by
extending the range of settings for which we can approximate the value.

Bounded recall is one of the alternatives proposed by Aumann [1] to model
limited rationality in repeated games. Lehrer [2] studied infinitely repeated two-
player zero-sum games where both players have bounded recall. Neyman and
Okada [3, 4] study a setting in which one player is bounded while the other is
fully rational. In [4] they examine specifically the case of bounded recall. The
current work extends results of both [2] and [4].

Apparently, in all previous works, the limited player secures the minimax
payoff by playing an oblivious! strategy. Our main result follows this line:?

Theorem 1.1. Let G =< 1,J,g > be a two-player zero-sum game in strategic
normal form. For every sequence of positive integers {Ty}r-, and every h #

logy I, if limg 00 log% = h, then?

lim valGT* (koy,00) =

k—oo
kli—>Hc>lo valG (kObl’ Tk) - aénﬁa()}): E'nEl? G((L T).
H(o)>h,or
H(o)=0
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1«Oblivious” means that the actions taken by the player do not depend on the history of
actions of the other player, but only on his own.

2See theorem 1.1: the former result (regarding GTr) extends [4]. The later extends [2].

3G (kopi,m) is the « fold repeated version of G where player one is restricted to oblivious
k-recall strategies and player two is restricted to (non-oblivious) m-recall strategies.



2|0 210 34 | 312 -
H(x) 02 H(x)
°12 V(X) 210 V(X)
/ 1| -1
1 TN |
304
143 ’
, v(h) ; v(h) . v(h)
i} 1 0 1 log(3) o H{13)1

Figure 1: examples (left to right) — “matching pennies”, “matching pennies+”,
and a game with a continuous v.

1.1 Examples

Let us denote

vy := maxmin G(i, j)

il jeJ

v(h) := max minG(o,7) = min max G(o,7)
ceA(I): TEJ TEA(J) ceA(I):
H(o)>h H(o)>h

h) = inG =0v(h)V v,.

v( [ min (o,7)=w(h) Vv
H(o)>h,or
H(o)=0

Consider the game of “matching pennies” described in figure 1. Since the
11

optimal strategy in this game is (5, 5) which is also the one with maximal
entropy, the theorem, roughly, says that if lc’g%T’“ < 1 then the value of the
repeated game (in either one of the settings), v, is “equal” to the value of the
one stage game. Since the inferior player cannot expect anything greater than
the value of the stage game, the value that can be obtained by an oblivious agent
matches the value that can be obtained by a non-oblivious agent. Whether this
is the case in general seems unlikely, yet it is unknown®.

The function v(h) is continuous at all but maybe one point h = logy (7). In
the above example, v is not continuous at that suspicious point, A = 1. It can
be shown that limg_, % = h implies the convergence of the value of the
repeated games if and only if v is continuous at h. The third example in figure
1 is a game for which v is continuous at the suspicious point (and any other
point).

Finally, let us look at the game — “matching pennies+”. The third alterna-
tive of player one is strongly dominated in the one step game. Nevertheless, in
the repeated game, player one can gain from playing the third alternative occa-
sionally. An intuitive explanation is that the “memory” of player one is in his
actions, and more memory means longer endurance along the repeated game.
By playing the third alternative here-and-there he might lose a few rounds, but

gain more memory, endure longer, and thus improve the overall payoff.

41t is known to be true for any game in which player one — the inferior player — has only
two (pure) alternatives. Namely, |I| = 2. More generally, the value of the repeated game in
the non-oblivious setting is asymptotically < min ea(yy max  yea(r): G(0,7) Vvs.
H(o)2h—H(7)



1.2 Outlines of the Proof

The last step of the proof and the first step towards is the following lemma that
suggests how to design efficient oblivious strategies:®

Lemma (Neyman-Okada’s Criterion). Let p € A(I) be a mized strategy in
the one stage game that secures a payoff v. In order for a player to secure a
payoff of v — € in the T-stage repeated game, it is sufficient for him to be able
to implement an I -valued random wvariable x that satisfies: (i) The average
entropy per stage is close to the entropy of p, namely %H(x) > H(p) — ¢; and
(ii) the mean empirical distribution is close to p, namely ||E[emp(z)] — p|| < 4.

The objective, therefore, is to find conditions on T, k and p that will en-
sure the existence of a large number (satisfying property (i) of the lemma) of
sequences of length T, with empirical distribution close to p (satisfying (ii))
which are implementable by (oblivious) k-recall strategies. To start with, the
reader may consider the case of p being the uniform distribution, in which case
the question is “how many sequences of length 1" can be implemented by k-
recall strategies?”. Since an asymptotic answer is sufficient, it turns out that
the problem reduces to approximating the number of sequences that do not
contain any combination of k£ consecutive elements more than once. A partial
answer, yet sufficient for deriving theorem 1.1, is the following theorem:

Theorem 1.2. Let {T;,}32, be a sequence of positive integers, T, — oco. Let
T1,%2,... be a sequence of i.i.d. random wvariables with common distribution p
(over a finite set of values). If limsup %TT’“ < H(p), then

P(VO <t#s<T ($t+17 RN $t+k) # (Tog1,--- 7-Ts+k)) = eXp(—O(Tk)).

The assumption that lim sup% < H(p) is necessary®. On the other

hand, the theorem does not tell us how small o(T}) is. It is of interest — finding
an explicit expression for (the asymptotic of) the probability above.
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5The original statement is more general. Here it is applied to the setting of GT (kop;, 00),
and the quantifiers around e and § were omitted for readability.

6Considering only s and t congruent to 1 modulo k one obtains an instance of the well
studied “birthday” problem.



