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Abstract

We prove that, in all finite generic extensive-form games of perfect informa-
tion, a continuous-time best response dynamic always converges to a Nash
equilibrium component. We show the robustness of convergence by an ap-
proximate best response dynamic: whatever the initial state and an allowed
approximate best response dynamic, the state is close to the set of Nash
equilibria most of the time. In a perfect-information game where each player
can only move at one node, we prove that all interior approximate best re-
sponse dynamics converge to the backward induction equilibrium, which is
hence the socially stable strategy in the game.

JEL classification: C73, D83.

Keywords: Convergence to Nash equilibrium, games in extensive form,
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1 Introduction

Uncoupled dynamics require the adjustment of a player’s strategy to be inde-
pendent of the payoff functions of the other players, but it may depend on the
other players’ strategies, as well as on the payoff function of the player herself.
The rules of behaviour in such situations are called adaptive heuristic in Hart
(2005), as they are simple, natural and (possibly naively) payoff-improving.
Examples are best reply dynamics, better reply dynamics and fictitious plays.
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Uncoupled dynamics are often applied to justify solution concepts in games.
In doing so, one of the questions is which dynamic of process leads to which
equilibrium in what kind of games. Hart and Mas-Colell (2005) have proved
a general negative result that there exists no uncoupled dynamics which
guarantee Nash convergence in all games. For special classes of games, some
uncoupled dynamics can guarantee the converge to the set of Nash equilibria.
See Hofbauer and Sandholm (2002) and Hart and Mas-Colell (2003) for the
study on zero-sum games, potential games, dominance-solvable games, etc.

We study best response dynamics in this paper. In a game dynamic
process, when populations are large and individuals have bounded reason-
ing ability and limited information of the whole dynamic process, they may
simply refer to best replies according to their current states. On one hand,
populations are large and a strategy deviation from a single player have little
influence on the aggregate behaviour of the whole population at any time.
On the other hand, because of the large populations and the complicated
dynamic process, an individual may spare her thoughts on the feedback im-
pact of her current strategy to her own future payoff. So each individual
may prefer her current optimal strategy to other strategic behaviour. A best
response dynamic is often viewed as a basic and natural process to study
the long-run behaviour in a repeated game. We prove the following general
result for extensive-form games.

Main result 1: A continuous-time best response dynamic converges to
a Nash equilibrium component in all finite generic extensive-form games of
perfect information.

(See Section A.2 for the generic assumption. Recall that a Nash equilib-
rium component is a maximal connected set of Nash equilibria.) We adopt
the standard continuous-time best response dynamic formulated by a con-
stant revision rate and myopic optimization, as in Gilboa and Matsui (1991),
Matsui (1989) and Hofbauer (1995). It can be viewed as a continuous-time
analog to a fictitious play. (See the start of Section 3.)

Such continuous best response dynamics have been extensively analysed
in various classes of games in strategic (or normal) form. (See books Cress-
man (2003) and Sandholm (2010).) For extensive-form games of perfect
information, Cressman (2003) gives an interesting example of a centipede
game of length 4 on page 259 and shows that the subgame perfect Nash
equilibrium component is not the maximal attractor (and hence not asymp-
totically stable) for a best response dynamic. Recall that a mazimal attractor
is an invariant set both forward and backward in time for the best response
dynamic. Cressman shows a trajectory initially in the backward induction



equilibrium component leads away from it for a period of time. However,
we can observe that for the initial state given by Cressman, the distribution
of local behaviour strategy at the last decision node in the example game is
entirely on the dominated strategy, which will be corrected in the long run
if the last node is reached. So, in either case of the last node ever reached
or not, the dynamic should behave in the long run as in a centipede game of
length 3, and the trajectory converges to the backward induction equilibrium
component.

‘Convergence of best response dynamics in extensive-form games of per-
fect information is an open problem,” Cressman (2003) writes, ‘even in the
case where there is a unique Nash equilibrium component.” We dispense
with this condition, and prove the Main Result 1 above in any finite generic
extensive-form game of perfect information.

Cressman and Schlag (1998) show in a finite generic extensive-form game
of perfect information that a replicator dynamic converges to a Nash equi-
librium. However, this result can only be applied to an interior dynamic.
For any replicator dynamic with an initial state in a pure strategy profile,
the trajectory will stay at the initial state forever. For the best response
dynamic, we instead prove the convergence in the speed of exponential decay
without such constraint.

Unlike a replicator dynamic, a best response dynamic is not a regular
selection dynamic, and the solution trajectory may not be unique. To be
more specific, the strategy adjustment rate may not be continuous, and there
can be multiple best-reply strategies for a player at some time. When the
state is in the basin of attraction to a Nash equilibrium component, the
projection distribution of some player’s strategies may keep unchanged in
a subgame off the equilibrium path. If that distribution generates multiple
best replies from other players, the strategy distribution of those players may
‘drift’ freely. (See the game in Figure 2 for an example.) Hence, we cannot
guarantee the convergence of an (interior) dynamic to any particular Nash
equilibrium in this case.

In our context, we can only guarantee the convergence of a best response
dynamic to a Nash equilibrium component, which is a set of Nash equilibria
with the same outcome. In the proof, we define in an extensive-form game
a quasi strategy as a class of pure strategies such that the outcome is the
same regardless of strategies played by other players. A quasi strategy only
consists of the sequence of moves which the player may be called upon to
play. If a player has already diverted away from the play through a node n at
one of its predecessors, then the player knows that node will not be reached
by any means. So she does not need to consider her moves after n. From
a dynamic view, only the moves included in a quasi strategy matter for the



movement of the trajectory. For perfect-information game without chance
nodes, a quasi strategy is also a strategy in the semi-reduced normal-form
game. (See Lemma A.1.)

To show that the convergence of a best response dynamic in Main Result
1 is robust, we consider an approximate best response dynamic adapted from
the e-accessible path defined in Gilboa and Matsui (1991). This is a weaker
version of a best response dynamic, in the sense that players have a limitation
on the ability of recognising the current state. So their change in the mixed
strategy may not be directed towards their best response to the current
state, but rather the best response to a different strategy profile very close
to the current state. For this more general dynamic, it is not true that
an approximate best response dynamic always converges to the set of Nash
equilibria. (See the game in Figure 3 for an example.) However, we can show
that the trajectory comes close to the set of Nash equilibria a high proportion
of the time.

Main result 2: An approximate best response dynamic converges in a
weaker sense to the set of Nash equilibria in all finite generic extensive-form
games of perfect information: most of the time the state is close to the set of
Nash equilibria.

We shall formalise the definition of the approximate best response dy-
namic in Section 4. This notion of weak convergence is proposed in a stochas-
tic model in Benaim and Weibull (2003): the time fractions of convergence
is called empirical visitation rate there. Young (2009) has also applied this
notion to show that the behaviour in the so called interactive trial and error
learning comes close to Nash equilibrium most of the time. We prove in our
context that an approximate best response dynamic converges to the set of
Nash equilibria in this weak sense whatever the initial state and the exact
change direction in the specified neighbourhood of the current state at any
time.

For the technical part, we show that the distribution of plays converges
to a single play in a best response dynamic, and we further show that play is
an equilibrium path. For an approximate best response dynamic, we apply
the induction on the number of decision nodes in our proof. Note that the
set of Nash equilibria may change in the induction step. We however show
by induction that most of the time the distribution of plays concentrates on
a single play, which is an equilibrium path in the game we are studying.

Since the backward induction equilibrium is traditionally regarded as the
rational solution in an extensive-form game of perfect information, it is nat-
ural to ask whether the (approximate) best response dynamic converges to
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the backward induction equilibrium? The answer to the general situation is
no, as we will see in the game in Figure 3. However, in the case that each
player can only move at one node, the convergence of an interior dynamic in
Main result 1 is indeed towards the backward induction equilibrium. To see
this, note that the mixed strategy of a player is a distribution of all moves
directed from the same node, say n. If, in all subgames after n, the projection
distribution in the state is close to the backward induction equilibrium in the
subgame, then the dominating move at n in the dynamic is the backward
induction equilibrium move in the subgame rooted at m. This dominating
move at n is the direction of the change for this player from then.

For a general finite generic extensive-form game of perfect information,
given any initial state, we can also find an approximate best response dynamic
such that the trajectory converges to the backward induction equilibrium.
We observe that when the probability of any non-backward-induction move
at some node is enough small, we can then assume that the player plays the
backward-induction move at that node at that time in an approximate best
response dynamic. We then apply the induction to complete the proof.

Gilboa and Matsui (1991) introduce the definitions of a cyclically stable
set and a socially stable strategy. These stability notions incorporate the
idea that, if the perturbation tendency of state recognition is observed, then
people are likely to follow this behaviour pattern and the dynamic may turn
to be a positive feedback process. Some Nash equilibria in an extensive-
form game may not be stable (cyclically or socially) in an approximate best
response dynamic. We show that, in any finite generic extensive-form game
of perfect information, the backward induction equilibrium belongs to the
cyclically stable set. If each player can only move at one node, then the
backward induction equilibrium is the only socially stable strategy in the
game.

2 The Model

We adopt the standard definition of a finite extensive-form game of per-
fection information. (See Kreps (1982), Hart (1992) and Ritzberger (2002)
for reference.) The main technique contribution is the introduction of quasi
strategy—a class of strategies with outcome equivalence.

Given a set N of finitely many nodes, we define a partial order binary
relation < on N that represents precedence. We further suppose an initial
node n® as a predecessor of all other nodes in N. Such (N, <) defines a
tree T, and we call n° the root of T. We define the immediate-predecessor



function ¢ : N — N such that
Y(n') = max{n :n <n'} Vo' € N\ {n°}
and 1(n°) = (). Let ¥ be the predecessor function ¥ : N — 2V with
U(n')={neN:n=<n}.

We denote ¢! to be the immediate-successor function. Thus, ¥ ~1(n) =
{n" € N :n =)} for all n in N. The successor function ' can be
similarly deduced. We call a node n a terminal node if 1p=!(n) = @), and write
N;:={n € N,v(n) = 0}.

We say that a sequence {n,...,n;} of nodes is a subplay in the tree T if
nj—1 = ¥(n;) for all 1 < j <. If ny = n® and n; € Ny, then it is called a
play. Denote the set of all plays by H.

We define a k-player extensive-form game of perfect information on the
finite tree (N, <). Denote N' = {A° Al ..., A*} as a partition of N \ N,
and call it the assignment of decision nodes. The members of A? are called
chance nodes; for each i < k, the members of A’ are called the nodes of
player i. Given a node n € N, we put \(n) as the indicator of which player
moves on this node. So A(n) = i, if n € A’. For chance nodes, define
7 : 1 (A%) — [0,1] to be a probability distribution function such that

Z 7(n') =1 V¥n € A°.

nep(n)

We define a vector v = (v}, ...,v*) such that each v : H — R is a Bernoulli

function of player ¢ for all 1 <+ < k. Since there is an one to one correspon-
dence between N; and H, we may abuse the notation and write v'(n) = v*(h)
when n € hN N;. We call the quadruple (T, NV, 7,v) an extensive-form game
I' of perfect information.

For each player 7, a (pure) strategy a’ assigns a successor to each node in
A’ So ¢(a’(n)) = n for all n in A’. Denote the set of pure strategies of player
i by A, and the set of pure-strategy profiles by A = [[r_, A’. We denote the
probability distribution of play in game I' for a pure strategy profile a to be
a function p, : H — [0,1] with 7, _, p.(h) = 1. (Note that H is finite.)
Given a node n, we denote Hy, := {h € H : n € h} and say that the node n
is connected (or reached) under a pure strategy profile a if

> palh) >0. (2.1)

heHz



When A° = (), given such a pure strategy profile a in A, we can find a play
h = {ng,n1,...,nm} such that p,(h) = 1, ng = n® and

Nip1 = a)‘(”i)(ni) VO <7< m.

(So the last node n,, € N;.)
The set of mixed strategies for player i is defined as

X' = AA") ={o=(c'(a)) 10" (a) > 0Va € A" and Z o'(a) = 1}.

ac Al

acAl

(2.2)
So a mixed strategy ' is a vector of probabilities assigned to each pure
strategy in A’. The set of mized-strateqy profiles is denoted as X = Hle X
We call the induced probability distribution of a mixed-strategy profile z
over plays in T as the outcome of x. Note that a pure-strategy profile a
generates a payoff vector u(a) = Y,y pa(h)v(h). We can linearly extend it
to a mixed-strategy profile z:

u(z)= > (Hxi (ai)) u(a). (2.3)

acsupp(z) \a’‘Ea

A mixed-strategy profile x is a Nash equilibrium of the game I if
Wi(e) > w2 )

for every ¢ < k and every y' € X' where z7¢ := (7|1 < j < k,j #1i). We
denote by N E the set of all Nash equilibria.

A subtree rooted at a node n is the truncated tree (¥~'(n) U {n}, <).
A subgame rooted at node n is the corresponding subtree with the projec-
tion assignment of decision nodes and the payoff function. We denote this
subgame by I',,, and denote the set of all nodes in I';, by N(I[',,). A Nash
equilibrium is a backward induction equilibrium (also called subgame-perfect
equilibrium ) if it induces a Nash equilibrium in all subgames. Kuhn proved in
Kuhn (1953) that there always exists a pure backward induction equilibrium,
constructed from the terminal nodes and going towards the root. In this pa-
per, we consider a generic finite k-player game I' in extensive form with
perfect information. Under the generic assumption, the backward induction
equilibrium in I' is unique.

For a mixed strategy profile x, we say that a node 7 is connected under
x if there exists a pure strategy profile a with non-zero probability in x such
that node n is connected under a. A realised play of a Nash equilibrium is
also called an equilibrium path.



In an extensive-form game, two different pure strategies for the same
player always induce the same probability distributions over plays, if they
differ only at disconnected nodes (cf. Proposition 4.1 in Ritzberger (2002)).
This observation suggests a lower-dimensional representation of an extensive-
form game. We call two pure strategies a! and a) for player i outcome
equivalent and write a} ~ aj if, with every combination a~* of strategies for
the other players, the outcome generated by these two strategies are always
the same, i.e.,

p(ai,a—i)(h) = p(a;a—i)(h) VYhe H V(l_i € A_i. (24)

Such relationship of outcome equivalence generates for each player i a parti-
tion B® of the set A®. That means

1. The union of all sets in B* equals to A%;
2. Given any b’ in B, for any two strategies a', a} € 0%, (2.4) holds.

Thus, each b® is an equivalence class, and we call B the set of pure quasi
strategies of player i, and the set of pure quasi strategy profiles is defined as
B =[], B'. Given a pure quasi strategy profile b = (b', ..., b*), we can find
a pure strategy profile a = (a', a?, ..., a*) with a’ € b forall 1 < i < k, and we
define the payoff vector of profile b as u(b) := >, (pa(h))v(h)). The set of
mized quasi strategies and the payoff vector of a mixed quasi strategy profile
can be defined analogously to (2.2) and (2.3), respectively. Nash equilibria
can also be defined with quasi strategies. We use the definition of quasi
strategy in this paper. When no ambiguity, we may simply refer to a quasi
strategy as a strategy, and write the set of mixed quasi strategies of player ¢
as X

For instance, given the game I' in Figure 1, for a pure strategy of player
I which includes the move a7 at the root, it must also specify the move she
would play at the bottom node. We, however, do not specify it for a quasi
strategy, as it is impossible to reach the bottom node in that case. Hence,
in this one-player game, there are only three quasi strategies corresponding
to a1, as and gz, respectively, in our framework. See Appendix A.1 for
comparison between the partition generated from outcome equivalence and
the standard representation of reduced normal form for an extensive-form
game: outcome equivalence is defined on the realisation of outcome, while a
reduced-normal-form strategy is concerning the payoff equivalence.

If we would like to emphasize that a notation is with respect to a game
G, then we add (@) after the notation, e.g., N(G), N;(G), etc.
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Figure 1: Game T

3 Continuous best response dynamics

Given a player 7 in a k-player extensive-form game I' of perfect information,
for any mixed quasi strategy profile

T = (xi)lgigk € X1§i§kA(Bi),
let BR'(z) be the set of best response in pure quasi strategy for player i, i.e.,

BR'(z) = arg max u'(b’, 7). (3.1)
bieBi

The sequence ((2%)1<i<k)ien 18 a discrete-time fictitious play if

i i i tr; + g;
i € A(B') and ., = 1

for all 1 < ¢ < k and all ¢ > 1 where g € BR'(x;). Cressman proves that
a discrete-time fictitious play converges to NE in a finite generic extensive-
form game of perfect information (see Theorem 8.2.9 in Cressman (2003)).

From (3.1), it follows that x4 — 2 = (9¢ — x)/(t + 1). If we equate
this difference to Z|;, we obtain a nonautonomous system due to the factor
1/(t+1). We can ignore this factor and define the (continuous) best response
dynamic as a process (z;)¢>o with

i =g —a' (3.2)

for some ¢' € BR'(z). So ' € BR'(z) —z". Up to a rescaling of time, which
does not affect the shape of the trajectory, we reach the so called continuous
fictitious play:

it e

BR!(z) — 2
—

Note the two continuous dynamic processes above are differential inclusions.
Since the best response correspondence is upper-semi continuous with closed



and convex values, a solution through given initial state exists, though not
necessarily unique. (cf. Aubin and Cellina (1984))

Remark: In the literature, it is also common that BR'(z) in (3.1) is
defined to be a subset of X*. It can be shown that all conclusions in this
paper still hold for the more general definition.

We prove the following general convergence result. For a subset S C X of
mixed quasi strategy profiles, denote the e-neighbourhood of S by S[e]. We
apply the supremum norm here. That is, x € Sle] if and only if there exists
a y € S such that, for all ¢ with 1 <4 < k and all ' € B,

j2'(b') =y (V)] < e.

Theorem 3.1 Given a finite generic extensive-form game of perfect infor-
mation without chance nodes, any best response dynamic (x;); or continuous
fictitious play converges to a Nash equilibrium component. That is, for any
€ > 0, any initial state xy and a best response dynamic (x¢)i>o, there exists
a Nash equilibrium component EC and a time 7 > 0 such that for allt > 7

Ty € EC[G]

Remark 1: A best response dynamic converges to only one Nash equi-
librium component. To see this, take a sufficiently small € in the above
theorem.

Remark 2: For simplicity, we only consider extensive-form games with-
out chance nodes here. If we drop this condition, the result still holds under
the generic assumption.

In the extensive-form game I'; if a move is included in any best-reply quasi
strategy for only finite period of time, then in the solution trajectory, ;(b) is
decreasing to zero for any quasi strategy b including that move. So we only
need to focus on a play (n1,ns, ..., n;) such that each move (n;,n;;1) along
the play is part of a best-reply quasi strategy for infinitely long time, and
we call such a play a perpetually realised play. We can show a perpetually
realised play exists and is unique. So the trajectory of the best response
dynamic converges to the set of strategy profiles which generate that special
play. We then prove by contradiction that the perpetually realised play is a
path of a Nash equilibria component.

3.1 Notations and preliminary results

Suppose that there are k := |N;| terminal nodes in the generic k-player
extensive-form game I'. We enumerate the attached payoffs to each player

10



in order, respectively, as (vfl), . UER)) for all 4 with 1 < i < k such that the
superscripts specify the players and vfm) > vén) forallm<n,1<i<k We
can find a positive number § such that for all i with 1 < < k for all j <k

(1-— 6)1}2]-) + 57)21) <(1- 5)7)@_1) + 5vf,€). (3.3)

That is, player ¢’s preference over terminal nodes keeps unchanged, even
if there is uncertainty of probability ¢ over which terminal node is finally
reached. We fix such a ¢ for the proof later.
For a pure quasi strategy b’ of player i, we can denote its domain as Ny:.
So n € Ny, if, for all nodes n' € ¥(n) N A%, b'(n') € W(n) U {n}. That is, if
a player ¢ moves towards a node n at every its predecessor node where she
could play, then player ¢ should also specify her move at node n. So, a pure
quasi strategy b® of player ¢ in I' can be represented by a sequence of moves
as
S(') := ((n,b'(n)) : n € Ny). (3.4)

Given a player 7 and a pair of nodes (ny,ny) with n; € A® and ny €
¥ ~1(ny), we denote B*(ny,ny) to be the set including all pure quasi strategies
b" with the property b'(n;) = ny. (Note that some strategy of player i may
require n; ¢ Ny:.) Given any such pair of nodes above, for a mixed quasi
strategy «' = (2'(b") )picpi (recall 2(b") > 0 and >y i 2'(b') = 1), define

yning) = > ') (3.5)

bie Bt (n1 ,ng)

and y(n1) := >, cy-1(n,) ¥(n1,n2). Thus y(nq) is the probability that player
i plays at node ny, and y(ny, no) is the probability that player i moves from
node ny to node ny. Let x(ny,n2) := y(ni,na)/y(n1), when y(ny) > 0. For
a node ny with y(n;) > 0, we call the distribution (z(n1,12))n,ep-1(n,) the
local behaviour strategy of player i at node ny. For a play h = (ng,ny, ..., n))
with nj_1 = 9(n;) for all 0 < j < |h|, we can denote the probability of h
followed in game I' for a quasi strategy profile x to be

BY e [To<jcn (nj—1,m5) if 2(nj_1,n;) defined Vj < |A|
pa(h) = 0 otherwise.

In a dynamic process, we sometimes write p;(h) as a shorthand for p,, (h).
Given a subtree I',, with root n, for a pure quasi strategy b° of player i,
the projection quasi strategy b*(I',) in T, is the subsequence

(', b'(n")) : 0’ € Ny N N(Ty,))
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in S(b%). (Recall that N(T,) contains all nodes in the subtree I',,.) We can
then define a projection mixed quasi strategy as a distribution in {0*(T,,) }yiepi-

Given a pair of nodes (n,n') with n = ¥ (n’), we define the Lebesgue
integral

f(nv TL,) = \/0 ]l(nm’)eS(gf)dt (36)

where player i = A(n) and g, is defined in the best response dynamic (3.2).
(Recall that 1 is the indicator function.)
We give a straightforward lemma below without proof.

Lemma 3.2 Given a finite generic extensive-form game I' of perfect infor-
mation, we suppose that (x)i>0 is a best response dynamic. We further
assume that for a pair of nodes (n,n’) with 1(n') = n where player i plays
at node n, n ¢ Ngg or gi(n) # n’ for all best response strategy g € BR'(x)
at time t. Then

' (Tp)]e =0, ¥t >0, (3.7)

where x'(T,) is the projection distribution of quasi strategy of player i in the
subgame Ty, If the assumption condition on (n,n’) is valid for all t > 0,
then

x(ny,mo) = xo(ny, ny)e”" (3.8)

for any pair of nodes (ny,ny) with ny € (V=1 (n)U{n'})NA" and ny = (ny)
and for all t > 0.
Ifn € Ny and gi(n) =n' at anyt > 0, then for all nodes i in = (n)\{n'}

(M> - (3.9)

t l’f(n,fl)

3.2 Proof of Theorem 3.1

Under a best response dynamic, we would like to find and focus on a play
that is followed with probability close to 1 in the long run.

Lemma 3.3 For a pair of nodes (n,n') with n = (n') and f(n,n’) = +oo,
there is a set N™ C = (n) \ {n'} with f(n,n) < +oo for allm € N™. Then,
for every e > 0, there exists a time t; such that

Vt > ts, Z z(n,n) < exy(n,n’). (3.10)

neNm®
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Proof. Denote the player who moves at node n by player ¢. From the
definition of f in (3.6), it follows that for every u > 0 there exists a time (1)

such that
Z/ ]]-{t n,n)eS(g }dt<H

neN”

The desired result follows from (3.7) and (3.9). O

Lemma 3.4 There exists a play h = (ny,...,nu) € H (with nj_y = ¢(n;))
such that f(n;,niy1) = +oo for all i with 1 < i < |h|. We call such a play a
perpetually realised play.

Proof. This follows from the definition of a quasi strategy (see S(b') defined
n (3.4)) and the finiteness of the game tree. [

Lemma 3.5 There is only one perpetually realised play h, = (n1, ..., 0, |) in
[. Given an € > 0, we denote é = (d¢)/(8|N|). For every e > 0 there exists
a time t(e) such that

pe(hy) > 1—é (3.11)

for all t > t(e).

Proof. We first prove that there is only one perpetually realised play by
contradiction. Assume that there are j > 1 perpetually realised plays. Then
we can find two perpetually realised plays h' and h? such that for some
integer c

1. n; =n? for all 1 <i < ¢; we let n, :=n! =n?;

2. Neyy # N
3. for any other perpetually realised play h,., (h, \ {n.}) " N(T,.) = 0.

(Recall that N(T',.) denotes the set of all nodes in the subgame rooted at
node n..) From Lemma 3.3, we know that there exists a finite time ¢ such
that

Vi >, V= {1,2},Vi > ¢, m(nl,nl,) >1—¢

Denote the player who moves at node n. by player [. For any ¢ > ¢, for a
pure quasi strategy b' in B’ with b'(n}) = n},, for all n} € A,

Név(y+(1—=Ne)o' (h') < u'((t,2;")(Tn,)) < Névy+(1—Nejo'(n'), (3.12)

where u' (0, ;7 '(I',,,)) is the expected payoff of player [ for strategy b at time
t conditional on reaching node n..
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Similarly, for any ¢ > , for a pure quasi strategy b' in B! with b(n2) =
n? , for all n? € A,

Neévjy+(1=Ney' (h*) < u'((¥', 27")(Tn,)) < Névfyy+(1—Néyv' (h?). (3.13)
Since Né < 0, we infer from (3.12), (3.13) and (3.3) that
ul(bl7 It_l(rnr)) # ul(EZJ xt_l(rnv))

for all t > ¢ So the definition of best reply strategy ¢! requires that
f(ne,nl) = 400 and f(n.,n?) = 400 cannot both hold. So there are at
most j — 1 perpetually realised plays. Contradiction.

If there is only one perpetually realised play, then (3.11) follows straight-
forwardly. [

Lemma 3.6 Given any ¢ < 1/2V1 for the perpetually realised play h, =
(N1, sy, |), there are infinitely many times t > t(e), where t(e) is defined
in Lemma 3.5, such that

#(njni)l >0V j with1 < j < |hy. (3.14)

Proof. We apply Lemma A.4, which considers a more general definition
of p-dynamic. A best response dynamic is a 0-dynamic. For the formal
definition of a pu-dynamic, please refer to Definition 4.1. [J

Lemma A.2 and Lemma A.3 in Appendix show that, if a play A is not
an equilibrium path, then there exists at least one node n in A such that, in
any state where all players follows the play h, a deviation from the node n
can give the player who plays at n an extra payoff bounded away from zero.

We show below that, if the distribution of the outcome in any state is
enough close to and moving towards a single play, then that play is an equi-
librium path.

For the k-player game I, let

k k—1 . .
c:= m1{1{ l:1{1 {vzl) — UEZ+1)}} , (3.15)

and

C

max?_, (21}%1) — 21}2@)

€ :=min K« c,

14



Lemma 3.7 For any
€ <€ (3.16)

if both (3.11) and (8.14) hold for the perpetually realised play h, in T at some
time t, then h, is an equilibrium path in T'.

Proof. Given the play h, = (n1,...,n,|), we define X (h,) to be the set of
mixed strategy profiles x with z(n;,n;41) = 1 for all 1 < 5 < |h,|. (Recall
that x(n;,n;4+1) is the probability of moving from n; to n,4; in the local
behaviour strategy at node n;.)

We consider a time ¢ when both (3.11) and (3.14) hold. We modify z; to
an & € X (h,) such that

1. #(nj,njy) =1forall 1 <j<|h,;

2. (n/,n") = zy(n',n") for all (n',n") with n' ¢ h,, z,(n';n") defined,
and A(n') # M¢%(n’)) in which ¢ := min{q : ¥4(n') € h,}. (Roughly
speaking, the last condition above means the player who moves at node
n’ is not the player who can deviate from h, towards node n'.)

So the behaviour strategy of each player in Z is well defined, and % is in
X (h,).

Suppose h, is not an equilibrium path, we pick a deviation node n; in h,
as defined in Lemma A.2, and denote the player who moves at n; by player
i. We then take a pure quasi strategy g;-: of player i defined in (A.3), which
is a best response of player i against #~° under the constraint of a move at
node n; towards a node different from n;,;. From (3.11) , we may infer

u'(x,) < evél) + (1 — e)v'(h,); (3.17)

u'(gzi, ;) > evfﬁ) + (1 —e)a(z™), (3.18)

i

where 4(27) is the payoff to player i for (gz-:,27%). We also deduce from
(A.5) in Lemma A.3 and (3.15) that

(27" —v'(hy) > c (3.19)

From (3.16), it follows

C

€< - - —.
(2vy) —v'(h) — v(,)

So
e (viy +a(@™) —v'(h) —v()) <c. (3.20)
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From (3.17), (3.18), (3.19) and (3.20), it follows that

u' () < u'(gz—i, ;).

Hence (3.14) does not hold at time ¢. Contradiction. [J

Rigorously speaking, the convergence of the distribution of plays to an
equilibrium path is not equal to the convergence of the trajectory to the
corresponding equilibrium component. One needs to show that, from some
time on, the behaviour-strategy distribution off the equilibrium path either
makes the state in the basin of attraction to that equilibrium component,
or not far away from the projection distribution of a strategy profile in the
equilibrium component.

If (3.14) always holds from some time ¢, then it follows from (3.7) and
(3.8) that both (3.11) and (3.14) hold for A from that ¢ on. Even if (3.14) is
sometimes not true, it is true most of the time and the state is always in the
e-neighbourhood of the equilibrium component whose path is the perpetually
realised play.

Proof of Theorem 3.1: Without loss of generality, we take an € <
min{1/2V €}. From Lemma 3.5, Lemma 3.6 and Lemma 3.7, there exists a
time ¢ > t(e) such that both (3.11) and (3.14) hold for an equilibrium path
h. Denote the equilibrium component with equilibrium path A by EC. So
x; € EC[é].

If there exists a time 7 as the infimum of time ¢ > # such that (3.14) does
not hold at time ¢, then there must exist a time ¢ as the infimum of time
t >t such that (3.14) holds at time ¢. Recall that for any edge (n;,n;11) in
h, if &(nj,nj41) < 0, then p(h) < 0. (cf. Lemma A.4.) In that case, by
(3.8) as well as (A.8) and (A.9) in the proof of Lemma A.4 (for the case of
= 0), we find

SR < —(1 = 2IN|e) = —(1 — ¢/4) (3.21)

for all ¢ with £ < t < ¢. (Recall that the number of nodes in I' is [N|.) We
may also infer from (3.21) and Lemma 3.5 that

(1 - i) et 5 1 i —¢. (3.22)

To see this, note that p,(h) > 1 —¢ for any ¢ € [t,{], and that for the function
y=(1—¢/4)e ™, yl. > —(1 —¢/4) for all z > 0. We compare the function
p:(h) and y and hence reach (3.22).

We then infer from (3.22) and the proposition of the best response dy-
namic that

|m§1(bi)—x12(bi)|<§1+€<%V5<t1<t2<t_VbieBiv1§i§k.
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So 2, € EC[e] for all t with £ <t <t. We observe z; € EC[¢]. Q.E.D.

Comment 1: It is not always true that an interior best response dynamic
converges to a single Nash equilibrium. (An interior dynamic requires yo(n) >
0 for all non-terminal nodes n in I'. See the definition of y(n) just below
(3.5).) Consider the game in Figure 2. Suppose at time ¢t = 0,

I
bi
1 I
1 bfAbi
0 I
g by p b3
v
4 9
2 4

Figure 2: Convergence only to a component

' (by)

== 2p?) <
EOETIOTE AR O

ool =

z'(by) <1,

Then {b}} = BR'(xq) and {b?,b3} = BR?*(xy). We can choose (g?); such
that the (x;); dynamic has the following properties for all £ > 0.

1. {bi} = BR'(zy),

2. "
Ly (b2) o 2

T (O}) +xf(b}) ~ 3
(this follows from (3.7)),

3. {2,b3} = BR?(x,),
4. 22(b3) < 1/8.

In this way, (z;); converges to the Nash equilibrium component, but z? may
not be fixed in the dynamic process, and hence (z;); may not converge to

any particular Nash equilibrium.
Comment 2: The finite time 7 in Theorem 3.1 may not be bounded.

For instance, see the game in Figure 8.3.3 on page 259 in Cressman (2003),
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which shows that NFE is not the maximal attractor for the best response
dynamic. We assume the initial state of a y-dynamic is (D, (3,0, 1)). Then,
we can let g/ = D and z; = o until an arbitrary finite time ¢. If g! turns
to AA and z}(AA) > 0, then the trajectory enters NE[e| in bounded time
starting from ¢.

Comment 3: We use Lebesgue integral in (3.6) for general dynamic
processes. For instance, in the game in Figure 2, we can require in some
period [ty, 5], g2 = b? when ¢ is a rational number, and g? = b3 when ¢ is an
irrational number.

Comment 4: Readers may find that the proof above has similar flavour
with the proof in Cressman and Schlag (1998). We show here why we cannot
imitate their proof for a best response dynamic process.

1. Their proof is not designed for the convergence to a Nash equilibrium
component. For example, in the proof to Lemma 2 in Cressman and
Schlag (1998), they claim that ‘Since v is a final decision node of I,
by the definition of e}, ui(e}, f;) > wi(e;, f;) for any f; € Fy.” In the
game in Figure 2, we can make 1/16 < z7(b3) < 1/8, and we know
ul (b}, 03) =1 < u'(b,b2) = 4, and limsup, z} (b)) = 0. Here bj can be
viewed as e;, b3 as f; and e; as b} in their paper. So their claim is not
always valid for a best response dynamic.

2. They focus on the integral fooo xi(b)dt, which leaves out some basic
information of best-reply propositions in our context.

Even if [° x}(b")dt < 0o, it is possible that z*(b") > 0 holds less and less
frequently, but z¢(b*) is bounded from below when it holds. We instead
turn to the integral of the period that a strategy is a best response in

(3.6).

3. In (3.2), & can be discontinuous at some time, which cannot happen in
a replicator dynamic process.

4 Approximate best response dynamics

Given a mixed strategy profile x and a positive number €, we abuse the
notation and write the e-neighbourhood of x as z[e] = {z}]e].

Definition 4.1 Consider a k-player extensive-form game I' of perfect infor-
mation with the set of pure quasi strategies B* for each player i, 1 < i < k.
We call a continuous-time dynamic process (xt)i>0 a p-dynamic on I' if every
xy is a k-dimensional vector (z})1<i<x € XA(B') and the dynamic satisfies
' =g' — a2 for some g' € BR'(z[p]) for all i with 1 <i < k.
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We show an example that a p-dynamic (z;); may not converge to the set
of Nash equilibria (denoted as NE), in the following extensive-form game of
perfect information.

I
"\
4 II
N bi/\
6 I
AN
-3 11
O b2 b3
-5 I
ZQ%VYM
4 0
2 29

Figure 3: Example in which pg-dynamic may not converge to NE

For ease of exposition, we may also write the set of best replies for player
i at time ¢ as BR'(x; *[u]), since it does not depend on the component z!.

In the game in Figure 3, the backward induction equilibrium is (a1, b3) and
the alternative pure Nash equilibrium is (ag, ;). (The backward induction
moves are single arrowed, and the final moves in the alternative equilibrium
are double arrowed.) We denote the corresponding two Nash equilibrium
components by BC' and NC|, respectively. If z; ever approaches to NFE, then
there exists a time ¢, such that z,, € BC[u] or x;, € NC[u]. Without loss
of generality, we let 1 < 1/100.

1. 24, € NC|u]: we define a mixed quasi strategy #* of player 2 with
7%(by) = 1 — p and 7%(b3) = p. Then for any z € NC, 7% € z*[u]. We
assume

xy € NC[p] Yt > to, (4.1)

which we show below in fact not true for some p-dynamic. Under the
assumption, we can let

gl € BR'(#%) Vt > t,
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in a p-dynamic and hence
g = ay Yt > 1.

So there exists a time ¢; > ¢, such that z; (a3) + z (as) > 2/3. So at
some time before t;, g> becomes b3, and then g; can still be set as ay.
Hence, the trajectory is moving away from NC' towards BC'. We then
infer that the assumption (4.1) cannot hold for every p-dynamic.

2. r,, € BC[pu]: we define a mixed quasi strategy z'

of player 1 with
7'(a1) =1 — p and z'(a3) = p. Then for any z € BC, z' € x'[u]. We
assume

xy € BC[p] Yt > ty, (4.2)

which we show below in fact not true for some p-dynamic. Under the
assumption, we can let

g2 € BR*(z")
and hence g? = by in a y-dynamic from ¢, until the time ¢; > ¢, when

7 (ba) > 3/4. (4.3)

We define another mixed quasi strategy @' of player 1 with #'(a;) =
1 — p and #'(ag) = p. Then for any x € BC[u|, &' € x'[u]. Under the
assumption (4.2), we can then let

g2 € BR*(2")

and hence g7 = b' from ¢ until the time ¢, > ¢ when 27 (by) >
4/5. When z2(b') > 4/5, g} # a;. From(4.3) and (3.7), it follows
x7(by)/x2(bg) > 3 for all ¢ with t; <t < t5. So at some time before
ty, g' becomes ay, and then go can still be set as b;. (Note that the
best reply of player 2 against ay is b;.) Hence, the trajectory is moving
away from BC towards NC. We then infer that the assumption (4.2)
cannot hold for every u-dynamic.

From another direction, we can show why the proof of Theorem 3.1 cannot
be applied to all approximate best response dynamic processes. We check
Lemma 3.5 for the game in Figure 3. In a best response dynamic (0-dynamic),
if f(a') = +oo (f defined in (3.6), then




So the best reply of player 2 cannot be by after sufficiently long time, and
hence the play with the last move by cannot be a perpetually realised play.
Given a p-dynamic which transits between NC|e] and BC'e] infinitely often,
we find that both the plays with the last move by and a4, respectively, are
perpetually realised plays. This is because when x'(ay) < p, a p-perturbation
on z!(a3) may decide whether b% or b® is the current best reply of player 2.

In the game in Figure 3, although the p-dynamic (z;); does not converge
to NE, the relative proportion of the time spent outside N E' is small in the
long run, if i is small. That means most of the time the state is very close to
some Nash equilibrium component, and, if it transits to another component,
then the transition time is very small compared with the period when it is
close to a component.

For simplicity, we only consider extensive-form games without chance
nodes here. If we drop this condition, the result still holds under the generic
assumption. Recall that an interior dynamic requires yo(n) > 0 in the initial
state for all non-terminal nodes n in I'.

Theorem 4.2 Given any finite generic extensive-form game 1" of perfect
information without chance nodes, for every e > 0 there exists a number
w(e) > 0 and T(e) > 0 such that for every interior u(e)-dynamic (x); on T
with any initial state x

1 (7T
T/ Titwienpgydt > 1 —¢€
0

for all T > T(e).

From this theorem, which will be proved in Appendix, we have the fol-
lowing main theorem.

Theorem 4.3 Given any finite generic extensive-form game 1" of perfect
information without chance nodes, for every € > 0 there exists a number
w(e) > 0 such that for every p(e)-dynamic (x;); on I' with any initial state

Zo
(1 [T
Th_{IC}O T, Litoieneqdt | > 1 —¢.

Proof. If the p-dynamic is an interior dynamic, then the desired result
follows from Theorem 4.2.

If the p-dynamic is not an interior dynamic, we denote the set N, :=
{n € Ny : 3t :y(n) > 0}, where N, is the set of all non-terminal nodes in
I'. So there exists a finite time ¢ such that y,(n) > 0 for all n € N, and all
t > t. We remove from I" all non-terminal nodes (and the subgames rooted
there) not in N, and apply Theorem 4.2 in the resulted game from time ¢.
O
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5 Convergence to the backward induction equi-
librium component

Given an extensive-form game of perfect information, we denote the back-
ward induction equilibrium component in the game by BC. Denote the
backward induction equilibrium by BIE. We show below that, if each player
can only move at one node in the game, then an interior p-dynamic with
enough small p always converges to BC'.

Theorem 5.1 We suppose that in a finite generic extensive-form game I’
of perfect information, every player can only move at one node. Then, for
every € > 0 there exists a number u(e) > 0 and T(€) > 0 such that for every
interior p(e)-dynamic (x4); on T with any initial state x

x; € BIE][¢]
for allt > T(e).

Remark 1: This theorem can be applied to the case p = 0, i.e., a best
response dynamic.

Remark 2: Note that the p-dynamic converges to the (exact) backward
induction equilibrium, which is stronger than the convergence to the back-
ward induction equilibrium component.

Given an extensive-form game of perfect information, the convergence of
a p-dynamic with small o to the backward induction equilibrium is always
possible.

Theorem 5.2 Given a finite generic extensive-form game I' of perfect infor-
mation and an € > 0, there ezists a number T'(¢) > 0 such that for any initial
state xo and any p > 0, there exists a p-dynamic (x;); with the property

w, € BIEJ]
for allt > T'(e).

Comment 1: One may be tempted to prove the following claim. Given
a finite generic extensive-form game I' of perfect information and an € > 0,
there exists a number T'(¢) > 0 such that for any initial state z, there
exists a best response dynamic (x;); with the property xz; € BC|e] for all
t > T'(¢). However, one can give a counterexample of the game I' in Figure
3 to this claim. Consider an initial state zo = (&',2?%) with #2(by) > 3/4,
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#(ay) = 99/100 and ' (ag) = 99/10000. Following the analysis of 2! in Step
2 for ' (the game in Figure 3), we find that the trajectory of the best response
dynamic converges to the non-backward-induction equilibrium component.

Comment 2: The convergence property in Theorem 5.2 may not hold

for the non-backward-induction equilibrium component. Consider Theorem
5.1 and any extensive-form game of perfect information with more than one
pure Nash equilibrium and that each player can only move at one node.

6

Further Comments

. Noldeke and Samuelson (1992) study a model of evolutionary process in

extensive-form games, and they characterise each player by her strategy
and conjecture. Here a conjecture is essentially the belief of the player
on the local behaviour strategy at all unreached decision nodes. A best
response of a player is against the behaviour-strategy distribution at all
reached decision nodes and her conjecture at all other decision nodes.
At any time, all players can observe the behaviour-strategy distribution
at all reached decision nodes.

If we apply such characterisation in our model, then we only need
to consider non interior dynamics. This is because a conjecture is
irrelevant in the case of interior dynamics, and once a node is reached at
any time ¢, it will be reached at all finite time after ¢. For a non interior
dynamic, by the similar argument in the proof of Theorem 4.3, we can
focus on the set of nodes which are eventually reached. From Lemma
A.2 and Lemma 3.7, we may infer that, for this version of best response
dynamics, the distribution of plays in a finite generic extensive-form
game of perfect information converges to an equilibrium path, and the
trajectory converges to the set of self-confirming equilibria.

. One cannot be overoptimistic about the convergence of best response

dynamics. As stated in Hart and Mas-Colell (2005) and Theorem 8.6.1
in Hofbauer and Sigmund (1998), there is no natural or reasonable
dynamic process that leads to an equilibrium in every (normal-form)
game.

. For a p~-dynamic in this paper, we assume that a player may not fully

recognise the current state, and his best response is against a point in
a p-neighbourhood of the current state. We may also consider another
related weak best response dynamic: a player can always recognise the
current state, but cannot fully control her behaviour in the sense that

23



the direction of change can only be guaranteed in a neighbourhood of
the best response strategy. So it is a trembling-hand version of the best
response dynamic, and we may formulate it as

i' € (BR' (z)) [u] — ' (6.1)

for each player ¢ in the game.

Note that the limit of the differential inclusion in (6.1) and the one in
Definition 4.1 are the same when p decreases to zero. We conjecture
that Theorem 4.3 is still true for the dynamics described in (6.1). Note
that, for this dynamic, Lemma 3.7 cannot be applied directly, and (3.7)
may not hold.

. We constrain ourselves within the processes of continuous-time best re-
sponse dynamics in this paper. One may also study a discretisation of
such continuous dynamics, as called (stochastic) best-reply dynamics in
Xu (2013). A mixed strategy of a player can be approximated by a large
population of individuals where the proportion of individuals playing
a pure strategy represents the probability of the pure strategy being
played in the mixed strategy. We construct a best-reply dynamic as
in Kandori et al. (1993), Kandori and Rob (1995) and Hart (2002): in
each period, the revision opportunity arrives independently across in-
dividuals and time, with probability bounded from below. Each active
individual then myopically replaces her strategy by a currently best
reply, when selection occurs; she randomly chooses a strategy, when
mutation happens with small probability.

In such a best-reply dynamic, a state is called evolutionarily stable if
its long-term relative frequency of occurrence is bounded away from
zero as the mutation rate decreases to zero and populations grow to
infinity. (See Hart (2002).) The combined results in Hart (2002) and
Gorodeisky (2006) show that the backward induction equilibrium is the
only evolutionarily stable state in a finite generic extensive-form game
of perfect information where each player can only move at one node.
(Hart calls such a game a gene-normal form game.) We have proved in
Theorem 5.1 that the backward induction equilibrium is the only so-
cially stable strategy in this kind of games. The analogy between these
two results may be from that the dynamics in (6.1) is an iterative limit,
lim,,_, lim,,,_,o, Of a best reply dynamic, where p is the mutation rate
and m is the population size. (Recall that the limit of the differential
inclusion in (6.1) and the one in Definition 4.1 are the same.) The
stability result of the backward induction equilibrium applies to both
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deterministic and stochastic dynamics, and both continuous and dis-
crete time models. An appealing analysis approach to general stability
notion and results of best response dynamics is a direction for further
research.

A Appendix

A.1 Terminology of reduced normal form

There are two other well-known normal form representations of an extensive-
form game. (cf. Ritzberger (2002).) A normal-form game is semi-reduced
(so called pure-strateqy reduced or quasi-reduced) if for all pair (si,s}) of
strategies of player ¢ and for all players i =1,....k

u(s’i, s”') = u(sé, s’i), Vsl = si = sé.

A normal-form game is mized-strategy reduced (or simply called reduced) if
for all strategies s* of player i and for all players i = 1, ...,k

u(s',s7) =Y o'(shu(s,s7), Vs = ol(s') = 1.

sieSt

That is, no s* is payoff equivalent to any convex combination of the elements
in S°\ {s'}. (Recall 0% in (2.2).) Given an extensive-form game I', we denote
the set of strategies for player ¢ in semi-reduced normal form and mixed-
strategy reduced normal form by S% and M?, respectively. Recall the set
of quasi strategies for player ¢ is B’. From their definitions, we could let
B D 8" D M? for any player 4 in any extensive-form game T.

Recall that A = () implies no chance node.

Lemma A.1 Given a generic extensive-form game of perfect information
with A° = 0, for each player i, B* O S* implies B* = S".

Proof. When A = (), for every player i and every two different quasi
strategies b}, b, € B, there exist two different plays hj, ho and one strategy
combination b~ of other players such that

P by (h1) = P p-iy(ha) = 1,

ie., (b,07") and (b%,07") generate different plays h; and hsy, respectively,
in I". (Rigorously, given a quasi strategy profile b = (b',...,b*) and a pure
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strategy profile a = (a', ..., a*) such that a' € v’ for all i with 1 <i < k, we
have py(h) = p,(h) for all play h in H.) Since I' is generic, it follows that

u(by, b™") # u(by, b7).

It is true for every pair of quasi strategies b%, b5 € B*. Recall that the set of
quasi strategies is a partition of pure strategies, and we reach the conclusion
B'= S 0O

Even if A = (), it is not true that B* = M for all players i in all generic
extensive-form game of perfect information. In the one-player game I'” below,
we denote B! = {by, by, b3} where u'(by) = 3, u'(by) = 0 and u'(b3) = 6.
However, strategy b; can be replaced by a mixed strategy z! = {o'(b)) =

0,08 (by) = 1/2, 5% (bs) = 1/2}. Thus, M # B

Figure 4: IV with B® # M

For the general case without the constraint on A, the conclusion in Lemma
A.1 is no longer true. In the one-player game I’ below, we denote B! =
{b1,b2}. The strategy b; and by leads to the same expected payoff, and hence
can be replaced by each other. So B! # S!.

I
by by

3 Nature
p=1/2 [\ p=1/2
0 6

Figure 5: I with B # S°

A.2 Generic assumption

We introduce the generic assumption to rule out any payoff tie which may
emerge through any backward induction process in our model. The definition
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of a generic game discussed here is from Cressman (2003).

An extensive-form game I' is generic if no two pure strategy profiles
that yield different outcomes generate the same payoff for any player. For
extensive-form games without chance nodes this is equivalent to the property
that no two terminal nodes have the same payoff for any player. To put
it formally, given an extensive-form game I, the set of all possible payoffs
assigned to terminal nodes for which I' is generic is a set whose complement
is a closed set with Lebesgue measure zero.

A.3 Preliminary lemmas for Theorem 3.1

Given a play h = (ny, ..., ), we define X (h) to be the set of mixed strategy
profiles x with z(n;,n;+1) =1 for all 1 < j < |h|. (Recall that x(n;,n;41) is
the probability of moving from n; to n;;; in the local behaviour strategy at
node n;.)

Lemma A.2 If a play h = (nq,...,n) is not an equilibrium path in T, then
there exists one node nj in h such that for any mized quasi strategy profile x
in X (h), there exists a pure quasi strategy b € B* such that

b'(nj) # nj1 and u'(b',27") > u'(x) = v'(h) (A.1)
where i = A\(nj). We call such a nj a deviation node.

Proof. Note that each Nash equilibrium component of I' consists of a pure
strategy Nash equilibrium together with other Nash equilibria with the same
equilibrium path.

We prove the desired conclusion by contradiction. For each node n; in h
with j < |h| — 1, we transform the subgame I',; to a game I'™ by replacing
the node n;;; with a terminal node n;, which has the same payoft vector as
for the terminal node ny, in the original play h. (Hence the subgame I'
is not included in I'7.) Note that I"™ri-+ =T, .

If the assumption (A.1) is not true, then for any n; and the generated
game '™ there exists a distribution =*()(I'"™) such that the best reply
of player A(n;) can be a pure quasi strategy of the move (n;,n;). Back to
the original game I', for each node n ¢ h there exists a unique j such that
n € I'™s. We generate a mixed quasi strategy Z from (z=2%) (")) j<|n| such
that

Tj+1

1. z € X(h);

2. for every n ¢ h, the local behaviour strategy of Z at node n agrees with
the one in 27")(T'") where n is in ™.
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In this way, we can see that play h is the path of a Nash equilibrium z in I'.
Contradiction. [
Given a node n; in a play h = (ny,...,ny,|), we denote

By, = {p) ¢ B :p; € Ny and ") (nj) #nja ). (A.2)

Suppose that player i plays at node n;. For every ™" in X (h)™", let g,-i(n;)
be a pure quasi strategy of player ¢ which is a best response within B, for
the strategy profile 27, i.e.,

ge-i(nj) € argmax u'(b', z7"). (A.3)
biE€Bn,

If no ambiguity, we drop (n;) in g,—i(n;). Let

a(z™") := max u'(b',z77), (A.4)

b1 €Bn;
so u(x™%) = u'(gy-i, 1),

Lemma A.3 We consider a k-player generic extensive-form game I' of per-
fect information with x terminal nodes. If a play h = (ny, ~, MYp|) 48 mot an
equilibrium path in I', then we take a deviation node n; defined in Lemma
A.2, and suppose player i moves at the node n;. Then,

. L k k—1 ) )
3 > —t\ __ .0 > . . i ‘
reX(h) (@(x™) = v'(h)) = min {I}llln {vly “(l+1)}} ; (A.5)

where a(x~Y) is defined in (A.4) with respect to n; in h, and Uéz) is defined
at the start of Section 3.1.

Note that it is straightforward to see that the left hand in (A.5) is bounded
away from 0. We define a function f' : X(h)™ — R such that f'(z7%) =
i(z~") — v'(h). From Lemma A.2, f'(x%) > 0 for all z7* in X (h). Since f’
is continuous and X (h)~" is compact, f’ is bounded away from 0.

Proof. For every x in X (h), we define below a sequence (z;", 27", ..., z; ")

such that
1. 270 € X(h)~! for all s with 0 < s < ;
2. ' = a7

B Gurt = Gupt;

4. a(x]?) > a(vgfy) forall 1 < s <.
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Given an 2" with s > 0, we take a g,i. If the set

Hg:={h: p(zs’i,ngi)m) > 0} (A.6)

contains multiple elements, we take an A in argmin v*(h) and denote it as
heH;

hs = (n§, ..., nfhs‘). We now set x,/, as follows. For every non-terminal node
n not played by player i in the subgame I, , i.e., in the set Ny(T',,,) N T,
we check the distance of node n from hy, i.e., min{q : ¥%(n) € hy}.
1. If ¢ = 0, i.e., node n is in the play h,, we let z(n,n’) = 1 where n’ €
hs N p~Y(n), i.e., it assigns a move along the play h, with probability
1.

2. If ¢ > 0, i.e., node n is not in the play h,, we assign the same local
behaviour strategy at node n as in z; !, if n and ¢?(n) are played by
different players and ! requires a move at node n.

So at any node n in hy N A* N Nd(Fnj), if we cut the edge from node n to
its successor and predecessor node in h, respectively, then the projection
distribution of z~% in this generated game is the same between z;* and z};.
From the definition of g,—, it follows @(x;%) > d(x,!,). We repeat the
process above and obtain 9ori, and so on.

Because I' has finitely many nodes and I is generic, we will come to an
z;" which can generate a Yo the same as Gami > SO the set H, defined in (A.6)
is a singleton. Note that at every node not played by player ¢ in the only
play h; in H;, 7, requires the move along h;. So a(z;") = vi(hy) > vi(h). O

A.4 Notations, operations and preliminary results for
Theorem 4.2

Denote the set of decision nodes in a finite extensive-form game by Ny(G)
and let 7(I") := | Ng(T'")| for the game I". If no ambiguity, we use the shorthand
r for r(I').

Lemma A.4 Given a p-dynamic (x¢); on the k-player game I' with p <
1/(2"%%) and given a positive number € < 1/(2"t1), suppose there exists a
play h:= (nq,...,np)) and a time ty such that py,(h) > 1 —€ and p(h)], > 0.
Then @(nj,nji1)l, >0 for all j with 1 < j < |h|.

Proof. Firstly note that, when » = 1, i.e., I" contains only one non-terminal
node, the result is trivial.
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We prove by contradiction for the case r > 1. Suppose the desired con-
clusion is not true. Then, at any t with

pi(h) >1—e>1—1/2"t (A7)

there exists at least one n; such that &(n;,n;4+1)[: <O.

Without loss of generality, we assume that A\(n;) # A(n;) for all i # [, i.e.,
each non-terminal node in h is played by a different player. It follows from
pt(h) >1-— 1/2T+1 that xt(nj,njH) >1— 1/2r+1 for allj with 1 S] < ‘h‘
From

h|-1 " h-t
H wlngn;+1) | = (m’(nl,nl+1)Hx(nj,nj+1)> (A.8)

=1 J#l

and the definition of p-dynamic, we may infer that

p(h)]e
b1 ’
H z(n;,n; +1)
t
(€+M (Ih] =2) = (1—e— " (A.9)
1 1 "
(2T+1 > (r—1)— (1— S —,u) . (A.10)
Since pu < 1/(27%2),
1 5)
1)< = _
<2r+1 +H) (T 1) - 16 (A 11)
and 1 " 5\ 121
_ _ > _ _ c )
(-m) 2 (-7a) |- o

for all r with r > 1.

From (A.10), (A.11) and (A.12) it follows that p(h)|; < 0. Contradiction.
O

Recall that the set of plays is denoted by H. Given an ¢ > 0 and a
dynamic process (z¢):>0, we denote

S(e) :={t: pi(h) >1—¢€and p(h)|; > 0 for some h € H}.

and
W(e) :={t: pi(h) >1— ¢ for some h € H}. (A.13)
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From Lemma A.4 and Lemma 3.7 with (3.16) replaced by
(r+1)e <& (A.14)

(this adjustment is for an e-dynamic, c.f. (3.17) and (3.18)) we have the
following corollary.

Corollary A.5 Given the game T, we take any positive e < 1/(2"*1) . For a
p-dynamic (z¢)r>0 on I' with p < €/2 and with the property (A.14), it follows

xy € S(e) = a1 € NE|[e].
We then have the following theorem.

Theorem A.6 Given the game I, suppose there exists a positive number €
with the following properties.

1. e<1/(27);
2. (A.14) holds;

3.
e e (A.15)
Given a positive number T', if an €/2-dynamic satisfies
1 [T
T/o Lwedt > 1 —¢€
for all T > T, then
1 (T
= /0 Ly enmiydi = 1= (2 + 1)e (A.16)

for allT >T'.

Proof. For an €/2-dynamic on I', suppose there exists a time ¢; and a play
h = (nq,...,np) with py, (h) > 1 — € and p(h)], > 0. Then, by Lemma A .4,
&(n;,nj41)ly, > 0 for all j with 1 < j < |h|. Denote

to :=min{t > t; : pi(h) = pi,(h)}. (A.17)

We know that, when pi(h) > 1 — € at any ¢, x,(n;,n;41) > 1 — € for all
j < |h|. From the definition of an approximate best response dynamic and
(A.9), we know that when p(h)|; > 0, p(h)|; < re; when p(h)]; < 0, p(h)]: <
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—(1—¢)" + (r—1)e. So, it follows from(A.17) and (A.15) that, if ¢, is finite,
then
to
/t Litpnle<opdt < (2re)(ta — ).

We then apply Corollary A.5 to complete the proof. [J

Tree operations: Recall that N;(G) is the set of decision nodes in the
game G. Given a generic extensive-form game G of perfect information with
|N4(G)| = r(G) > 1, define the set of pre-terminal nodes in G as

L(G) = {n € Ng(G) : ¥"1(n) C N,(G)}, (A.18)

i.e., L(G) is the subset of decision nodes whose successors are all terminal
nodes. We take a node n € L(G) and introduce below two operations on
game G.

1. Given the node 7, we denote the last node played by player \(72) before

n by n. So
T(7) NAND = {7} U (T(R) N AND),

(If such n does not exist, then we will not implement this operation
on G in the proof.) We then denote the node n’ to be the immediate
successor node of 7 in the play to 7, i.e., n’ € Yv=1(n) N (¥(n) U {n}).
We define game G to be the game with the edge (72,n’) together with
the subgame G, removed from G. So |[Ny(G)| < r(G) — 1.

Given the game G, for each player i, we derive the set B of pure quasi
strategies and the set X* in G from the original game G as follows. For
each player i, we define a surjective function ¢’ : B* — B’ such that,
for every 0" in B’, ¢'(b') and b° have the same sequence of moves in G,
ie.,

bi(n) = b'(n) Vn € Ng(G) N Ny (A.19)
when b = ¢'(b'). (Recall the definition of N, for a pure quasi strategy
b’ in the second paragraph in Section 3.1.) If no ambiguity, we may
drop the superscript i in ¢'. We define X* as in (2.2). We may also
view each b’ in B as a class of pure quasi strategies in I', and thus

define . o
()= ) 2. (A.20)
bi:q(bt)=b?

2. Denote 9(n) by . In 1~1(72), denote the terminal node with the max-
imum payoff to the player who moves at node n by 7/, i.e.,

P (R) = max *P(n). (A.21)
n€p=1(f)
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We define a new game G with |Ny(G)| = r(G) — 1 by the following two
steps.

(a) Remove subgame Gy and the edge (7,7n). We arbitrarily index
all remaining non-terminal nodes as n',n?, ..., n"@=!. For each

node n?, we add two terminal nodes nJ and n} to n? with the
property that

o (1) = Yiwuey ~ I (4.22)
for all players i; v*(n}) = vy + J for all players i # A(n/) and
v“"”(né) — UaE\T/L:()G)I) —1(G) — j. (Recall the definition of Ufl) in

the game G at the start of Section 3.1.)

(b) Add a new terminal node n to n with v; = vz, where 7/ is the
terminal node denoted in (A.21) in G.

We can see that the generated game G is a generic game.

A.5 Proof of Theorem 4.2

We prove Theorem 4.2 by induction on the number of non-terminal nodes.

Induction hypothesis: Given a natural number n > 1 and any finite
generic extensive-form game G of perfect information with r(G) < n and
without chance nodes, for every ¢ > 0 there exists a number pg(e) with
0 < pug(e) < € and a number T (€) > 0 such that for every interior ug(e)-
dynamic (z;), on G with any initial state x

1 T
?/ Titzienpydt > 1 —€ (A.23)
0

for all T'> Tg(€). In the proof, we also apply a weaker version with (A.23)

replaced by

1

T
—/ ﬂw(e)dt Z 1—e. (A24)
T 0

(Recall W (e) in (A.13).) Note that (A.23) trivially holds when r(G) = 1.

For the game I" in Theorem 3.1, we let #(I') = n+1 > 1 and assume that
the induction hypothesis above is true for all games G with r(G) < 7. We
pick a node 7 in L(I") (defined in (A.18)) and suppose that player i plays at
node 7.

Step I [when the dynamic in the subgame I'; can be ignored due to
(A.25) below]
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Recall the definition of Ny for a pure quasi strategy b’ in the second
paragraph in Section 3.1.

Lemma A.7 Given a p-dynamic (x4)i>0 on I' with p < 1/2, suppose

> (b <pvt>o0. (A.25)

biZﬁENi

For the game r generated by Tree Operation 1 with respect to node n, there
exists a 4p-dynamic (Z;); on T such that for all players j # i, () = (b))
for all ¥ in B and for all t > 0 (recall 21 (V) in (A.20)); for player i,

‘xt(bz) - jt(blﬂ < 3u

for all b in B' and for allt > 0. Moreover, for all players j # i, g{ = q(g{)
for allt >0, and, for player i, if n ¢ Ngi at time t, then gl =g

Proof. Firstly note that B? in I is a subset of B? in I.

We define an assistant process (2})¢>o on G with the property that 2} =
and ' = §'— z* where the function g} := g when 7 ¢ Ngg and ¢! is arbitrarily
defined in B? when 7 € Ngg. We show from the following observation that,
in any such process (2});>0, for any ¢ > 0,

| (b) = 2(6)] < m (A.26)

for all b € B C B'.

If for a period of time [t;,?s] whenever g # g, gt is the same, say,
Gi = bt € B for all time t in [t, t5] when §i # gf. If z, (b)) = 2, (b"), then
2, (') > @, (b%). (This holds despite point 2 may hold at some ¢ in [t1,2,].)
We may further infer that z(b%) > z,(b') for all b € B? and all t > 0. So we
reach (A.26). A A

At t = 0, for all players j # i, we let & (b7) = 27 (b7) for all ¥ in B/, and,
for player 4, we normalise x in X’ in the way that

o i (pi
vi' € Bi, (b)) = L
> piei To(0)
So

i (b < TO( ) (14 2u)z} (b)) Vb € B'. (A.27)
Ifin (z¢)t>0, 1 ¢ Ngé for all time ¢ > 0, then the desired conclusion trivially
holds. For the general case, consider the assistant process (z!); above, and
from (A.26) and (A. 27) we can always set a 4u-dynamic (Z;); such that for
each player j # i, gt = q(gt) for all ¢ > 0. Thus, we are allowed to set !
such that |z (b") — Z¢(b")| < 3p for all & in B’ and for all ¢t > 0. O
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Lemma A.8 Given the game I and an € > 0, there exists a p > 0 and a
T > 0 with the following property. For any interior u-dynamic in ' with the
property (A.25) for some node ni in L(T), (A.16) holds for all T > T in the
pw-dynamic.

Proof. Take an er which satisfies Conditions 1 to 3 in Theorem A.6. Denote
min{e/4, ep} by €. Since |[Ng(T')| < |Ng(T)|, we apply the induction hypoth-
esis on I and obtain a g (e;) < €. Consider any positive p < pg(e)/4. By
(A.24) in the induction hypothesis with respect to a 4u-dynamic in T and
Lemma A.7, we can find T (¢€;) such that in the interior p-dynamic in T

1 T
?A ]]-W(51+3u)dt >1—¢

for all T > Tr(e1). Note ¢ + 3u < e. By Theorem A.6, we complete the
proof. [J

Step II [when n can be viewed as a terminal node due to (A.28) and
(A.29)]

Recall that node 7 we picked in I is played by player i and the game I’
obtained by Tree Operation 2. (We can tell in the proof whether 7 refers
to the decision node in T' or the terminal node in I' from the context.) We
define a function ¢ : X — X with the property that, if §(z) = Z € X, then
x(ny,ny) = Z(ny, ny) for all edges (n1,n) in both I' and T' when x(ny,ny) is
defined in I'. (When we say x(ni, ng) is defined, we mean there exists a pure
quasi strategy b*™) such that 22 (b*™)) > 0 and n; € Npw,). Please
refer to Section 3.1 for more details.) Thus, ¢(z) is the canonical projection
of the mixed quasi strategy profile z in T'. Moreover, Z(n,n,) = Z(n,ny) = 0,
if Z(n,n1) and Z(n,ny) is defined, where n; and ny are the terminal nodes
denoted in step (a) in the Tree Operation 2.

Lemma A.9, A.10 and A.11 discuss, if z € §(z), then under what condition
BR'(z) € BRY(z[u)) for a player [ # i.

Recall the constant § defined for I" in (3.3). Denote the player who plays
at node n by player j.

Lemma A.9 Given a mized quasi strateqy profile x in I' and a positive num-
ber u, we suppose there exists a node n € L(I') with n' as defined in (A.21)
and the property

4

o< Y D ;ci(bi)g“Z (A.28)

n€Y=L(A\{A'} b:Re N, b (7)=n
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2
% < Z 2 (b)) < 1. (A.29)
b"NEN,;
We denote in game I' (obtained by Tree Operation 2 with respect to node 71)
a mized quasi strategy profile T := ¢(x). Consider any ¢’ € BR’ (x[u*/4]) in
I and g7 € BR'(z) in T. The following two conditions cannot hold at the
same time.

1. In' T, there are two subplays (n},nd,...,n; ) and (n},n3, ... ni ) with

ny, =n #ng,, ni, € Ny(T') and ny = ni. All decision nodes in these
two subplays in T are played by player j. (Recall that player j plays at
node n.)

2. Fori=1 or 2 nj € Ny and g’(nj) = nj,, for all | < ky; n}™" € Ny
and g7 (n}™") = ni} for alll < ks_;.

Proof. It follows from (A.28) and (A.29) that the local behaviour strategy
of player i at node n in I satisfies

Z(F ) > T > 1 —

for all 2’ € x[u*/4]. We complete the proof by the definition of § in (3.3). O
_ Recall that the decision node n is played by player ¢ in I Note that
B! = B! for all | # i.

Lemma A.10 Given any x in X in T, we obtain T := §(x) in T'. For any
player | # i, we consider a best reply ¢' € BRY(z) and a ' € BRY(Z) in two
games T' and T, respectively. If ¢¢ # g', then there is a node n' such that,
nl e ]\_fgz N ]ng, and, for alln in U~ (n)N A, n ¢ ]\_/gz N Ngz. For any x, we
can always find a pair of (¢',g') such that, if g # §', then there is at most
one such node n' and
U l(nh) 3 n (A.30)

in T.
Remark: A node n! is where ¢' and g' are deviating from each other.

Proof. This follows from Z = §(z) and that the projection distribution
of  in T is different from the projection of z in I'z. O

Lemma A.11 We continue with the setting in Lemma A.10 and assume
only one node n' exists with the property (A.30). We define a set N with the
property N C (U~ (n)) N A1), and for each i € N all nodes n in U(n) N
UL (nh) are in Al

If N # 0 and both (A.28) and (A.29) hold, then there exists a z € Z[p2 /4]
and a §'(z) € BRY(Z) such that §'(z) = 4.
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Remark: N is the subset in U~1(n!) which contains all first nodes not played
by player [ after n'. For any two nodes n',n? € N, n' ¢ U(n2) U ¥~ (n?).

Proof. Firstly note that one and only one of the following statements is
true:

g'(n') € ¥(n) N {n} and g'(n') ¢ V(7) (A.31)
or
g'(n') € ¥(n) N {n} and g'(n') ¢ V(7). (A.32)

We first assume (A.31) holds, and we generate a z € Z[u?/4] as follows. For
the local behaviour strategy at every node n € Ny(I') \ N, we let z(n,n') =
z(n,n') whenever z(n,n’) is defined in T.

If NN WU(R)# 0, then from the remark above there is only one node 7
in N N W(n), and we let Z(7,7y) = p?/4, where 7y is defined in step (a)
in the Tree Operation 2; z(n,n') = (1 — p?/4)x(n,n’) for all nodes 7/ in
01(0) \ {a). A

For every node 7 in N\ ¥(n), we let z(n,ny) = p?/4, where 7 is defined
in step (a) in the Tree Operation 2; z(n, 7') = (1 —pu?/4)z(n,7') for all nodes
Al in 7 (R) \ {Ag}

If (A.32) holds, we apply the similar process to obtain z but with n; and
Ny swapped.

We can check that there exists a such z with z € Z[u*/4] and g'(2) = ¢'.
U

Lemma A.12 Given a p*/4-dynamic (v;)i>0 on T, we suppose (A.28) and
(A.29) hold at all t > 0. Then there exists a p®/2-dynamic (T;)i>o in T
(obtained by Tree Operation 2) with the property

Ty = (). (A.33)
at allt > 0.

Proof. We define a ;%/2-dynamic (Z;);>0 on I' with the following proposi-
tions. Recall the step (a) ‘in Tree Operation 2. For any decision node n in
[, we denote S} := {b € BX" : n € N,, b(n) =1} and S} := {b € B :
n € Ny, b(n) =ny}. We require that (A.33) holds at time ¢ = 0. So for each
decision node n in T' and the associated two terminal nodes ny,ny € ¥ ~1(n),

it follows
Sz =Y 7™ ®) =0

besSk besS?2

From the propositions of node n; and ns and the definition of p-dynamics,

we know that R R
PIEANOEDBEANC)

beSt besS2
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for all ¢ > 0. We show below that there exists a such p?/2-dynamic (Z;);>0
on I' which satisfies (A.33) for all ¢ > 0.

When 7 = ¢(z;), it is straightforward to see that BR(x;[u?/4]) in T a
subset of BR'(z[u*/4]), where player i moves at the node 7 in T'. Recall that
player j moves at node n. For a player [ = j and with N # () (defined in
Lemma A.11), or a player [ with [ # j and [ # i, which induces N # 0, we
can always adjust Z(n,n;) and Z(n, ny) in some local behaviour strategies as
shown in the proof of Lemma A.11, and make BR!(x;[u*/4]) in T’ a subset
of BR(Z[u?/2]) in T. (The final adjustment consists of two parts: imitation
to the x € z4[u*/4] and the adjustment shown in Lemma A.11.)

Note that, if player [ = j and N = (), then we cannot adjust by that way
to make BRI (z4[u*/4]) C BRI (z[?/2]), since player j’s best response cannot
include a move to her worst payoff. However, N = 0 leads to Condition 1 in
Lemma A.9, and it follows that any g/ € BRI (z,[u*/4]) is also a best reply
to some ' € G(x;)[u*/4] in . That completes the proof. [J

Lemma A.13 Given the game I" and an € > 0, there exists a i with 0 < 1 <
€ and a T > 0 with the following property. For any interior u*/4-dynamic
()¢ in T with u < [ and the property (A.28) and (A.29) at some node
it € L(T) for allt >0, (A.16) holds for all T >T.

Proof. Take an er which satisfies Conditions 1 to 3 in Theorem A.6. De-
note min{e/2, er} by €. Since |Ny(T)| < |[Ng(T')|, we apply the induction
hypothesis on I' and obtain a pp(es) < €. Take i := (2up(e))'/?, and
consider any p < fi. Note that, for the dynamic (x;); with the property
(A.28) and (A.29) and the associated dynamic (Z;); studied in Lemma A.12,
if, p;(h) = p in (), for the play h up to the terminal node 7 in I, then for
(z4)¢, pe(h) > p(1 — p?/4) for the play h = hU {#'} (in T). By (A.24) in the

induction hypothesis with respect to a p?/2-dynamic in I' and Lemma A.12,
we can find Tp(e,) such that for any interior p?/4-dynamic in I’

1 T
T/ ]lW(62+/,L2/4)dt >1—¢€
0

for all T > Tr(ep). From p?/4 < pp(er)/2 < €3/2 < €/4, it follows

1 T
— lyodt >1—¢€/2
T/o W) e/

By Theorem A.6, we complete the proof. [
Step 3: [Find a small pu.]
We first give a corollary from Lemma A.8 and Lemma A.13.
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Corollary A.14 Given the game I' and an € > 0, there exists a i with
O<jit<eanda T > 0 with the following property. For any interior u*/4-
dynamic (x¢); in T' with p < i, any initial state xo and either of the two
conditions below at some node n € L(I") for allt > 0

1. (A.25)
2. the conjunction of (A.28) and (A.29),

it follows

T
/ Litaenpydt > T(1 —¢) (A.34)
0

for all T > T.

Proof of Theorem 4.2: Recall 72 € L(T'), and two associated games I
and I defined by Tree Operation 1 and Tree Operation 2, respectively. Recall
that in I' node n is played by player i. We firstly note that for any interior
approximate best response dynamic (z;):>o on I', for any possible best reply

g; of plater i at any time ¢, if 7 € Ny, then gj(7) must be #’. So, for any
¢ > 0, there exists a time ¢ such that

VE>E Yy Yo ) <e (A.35)
neY~H(A)\{'} bi:AEN,; b (fi)=n

for all approximate best response dynamics (x4)>o.
We take a p under the constraints:

1.
< 0/2; (A.36)

T <Iné —In(2u), (A.37)
where 7' is defined in Corollary A.14;
3. u < frin Corollary A.14.

We consider any interior p*/4-dynamic (z;), with the p taken under the
above constraints, and then transform the original dynamic to a dynamic
(2¢); with 2; = 2,7 where (A.35) holds with ¢ replaced by p'/4 for all ¢ > ¢.
We define a sequence of times (t;)r>0 with to = 0 such that for any ¢ > 0

tory1 = min { ¢ > toy : Z 2V > p
b":ﬁeri
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and
— . i1 [l
topro = min ( t > tok+1 - Z Zt(b) < 5
b':flGNbi
Note that it is possible that there exists a natural number [ such that ¢, =
+oo for all k& > . During [tory1,torso) for any & > 0, we can apply the

condition of (A.28) and (A.29) in Corollary A.14. From (A.36), it follows
w/2 > p?/6. From (3.8), we may further infer

: i1 M
t2k+2 — t2k+1 >mingt > t2k+1 : | 72 2y (b ) = 5
bi:EN,; b (R) =’
—min Q¢ > fopy - - 7Z~ ~ 2 (b') = 5
biREN,; bt (R)=n'
) 2
> In — In —
1% K
=1Ind — In(2u). (A.38)

From the definition of 551, it follows that, for any ¢ with top <t < tori1,
> H0) <. (A.39)
bi:fLGNbi

We can then apply the condition (A.25) in Corollary A.14 for any [tox, tori1)
with k£ > 0. Recall (A.37), and we may then infer from Corollary A.14 that,
during [tor11, tok2) for any k >0,

1 2%k+2
—/ ﬂ{t:zteNE[e}}dt >1—c¢€
tokt2 — tokt1 Jogsa

Moreover, by Corollary A.14, we can see from (A.38) and (A.37) that during
(tor, torys) for any k > 0,

1 2k+3 STE
ﬁ/ ﬂ{t;zthE[e}}dt < # < 3e.
2k+3 2k J2k 2k+2 2k+1

So in the original p*/4-dynamic (z),,

1

t+T
T/ Titaeneydt > 1 — 3¢
7
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for all T > 27. We finally let pu(4e) := p2/4 and T(4e) := t/e+2T". Tt follows
that for any p(4€)-dynamic on I' with any initial state

1 T
0

for all T" > T'(4e). We have thus shown that the induction hypothesis can
also be applied to game I', and in fact to all generic extensive-form games of
perfect information with n+1 decision nodes (without chance nodes). Q.E.D.

A.6 Proofs in Section 5

Proof of Theorem 5.1: We prove it by induction on the number of non-
terminal nodes, with the following induction hypothesis. Denote |Ny4(G)| as
the number of non-terminal nodes in the game G.

Induction hypothesis: Given a natural number > 1 and any finite
generic extensive-form game G of perfect information with |Ny(G)| = 7, for
every € > 0 there exists a number pg(€) with 0 < ug(€) < € and a number
Tg(e) > 0 such that for every interior pg(€)-dynamic (z;); on G with any
initial state xg

x; € BIE|€] (A.40)

for all ¢t > Tz (e). Note that this assumption trivially holds when | N4 (G)| = 1.

We prove Theorem 5.1 for the game I' with |Ny(T')| = n+ 1 > 1 under
the assumption that the induction hypothesis above is true for all games G
with |N4(G)| =n. We pick a node 7 in L(I"). (Recall the definition of L(I")
in (A.18).) If 7 is a chance node, then by the generic assumption, the desired
result trivially holds. Given a p > 0, we can see that there exists a time ¢,
such that, for any interior p-dynamic ()¢, both (A.28) and (A.29) hold for
all time t > .

We obtain the game I" by Tree Operation 2 in Section A.4, and a up(€/2) <
€/2. Take fi := (2up(e/2))"/?, and consider any u < fi. Note that the back-
ward induction equilibrium path in I is included in the backward induction
equilibrium path in I'. By (A.40) in the induction hypothesis with respect
to a p?/2-dynamic in I' and Lemma A.13, we can find Tr(e/2) such that for
any p*/4-dynamic (z;); in T

2

T € BIE[% + “Z]

for all ¢ > Ty (e/2)+to. Note p?/4 < up(e/2)/2 < €/4, and we have completed
the proof. Q. E. D.
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Proof of Theorem 5.2: We prove it by induction on the number of non-
terminal nodes, with the following induction hypothesis. Denote |N4(G)| as
the number of non-terminal nodes in the game G.

Induction hypothesis: Given a natural number > 1 and any finite
generic extensive-form game G of perfect information with |Ny(G)| = n and
an € > 0, there exists a number T (¢') > 0 such that, for any initial state
xo and any p with 0 < p < €, there exists a p-dynamic (x;); on G with the
property

z; € BIE|€] (A.41)

for all t > T(€¢'). Note that the above assumption trivially holds when
INU(G)] = 1.

We prove Theorem 5.2 for the game I' with |[Ny4(I')] = n+ 1 > 1 under
the assumption that the induction hypothesis above is true for all games
G with |Ny(G)| = n. We take the last non-terminal node in a backward
induction equilibrium path as 7, so 7 € L(I') N hpe, where hpo denotes a
backward induction equilibrium path. If n is a chance node, then by the
generic assumption, the desired result trivially holds.

Given a p > 0, we can see that there exists a time ¢y such that, for any
p/2-dynamic (x4):, (A.28) holds for all t > .

We apply the function ¢ defined at the start of Step 2 in the proof of
Theorem 4.2, and let Zo = q(z4,). We obtain the game ' by Tree Operation
2 with respect to 7. We apply the induction hypothesis on I'" with respect
to € = €/2 and obtain Tr(e/2) and a u/2-dynamic (Z;), with initial state Zg
and the property (A.41). For all players i and all ¢ > t;, we can simply let
Gty = G, and we find 44, € T,[p*/4] and g;,,, € BR'(z[u]). So (21)i>4, is
a p-dynamic. From (A.41), we then infer that

2, € BIE[¢]

for all t >ty + Tr(e/2). Q. E. D.
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