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1 Introduction

We consider the dynamic interaction between a principal (she) who owns a project of unknown
quality and an agent (he) who has the expertise to work on the project. The agent is better
informed but biased. In each period, the principal has the authority to assign a delegation set
and let the agent to select any action from this set. Yet, contingent transfers are infeasible and
the principal cannot commit to a dynamic delegation rule across time. We are interested in
how dynamic delegation without commitment improves on decision-making, what the optimal
delegation strategy is, and what the limitations are compared with the situations where the
principal can commit to future actions and/or make transfers.

This paper is closely related to the literature on delegation. Contrasting with most of the
mechanism-design literature, the delegation literature assumes that contingent transfers are not
feasible. Contingent transfers may be infeasible in numerous settings. For example, legal rules
prohibit contingent transfers between a regulator and a regulated monopolist firm. Holmstrom
(1977) first defines and analyzes the delegation problem. He addresses the question when dele-
gation mechanism is optimal. Amador and Bagwell (2012) consider a general representation of
the delegation problem and provide conditions under which interval delegation sets are optimal.
Mylovanov (2009) examines veto-based delegation rule where the agent makes a proposal and
the principal can either approve it or implement a default decision. He shows that the principal
can implement an optimal outcome with a properly chosen default decision.

The delegation literature mainly focuses on static settings. Our model is different in the sense
that we examine the optimal delegation rule in a dynamic environment, assuming that the prin-
cipal cannot commit to future actions. More specifically, the principal cannot commit to a con-
tingent dynamic delegation plan. Lack of commitment across time is a prevailing phenomenon,
especially when two parties cannot specify a contract that covers the entire time horizon of the
relationship. Take the regulation story as an example. The regulator cannot commit to fu-
ture regulations. Instead, it learns from past history and optimally updates its regulatory terms
across time.

Lack of commitment and contingent transfers distinguishes our work from the literature on
optimal contracts for experimentation with adverse selection and dynamic moral hazard. Ha-
lac, Kartik and Liu (2012) consider contracting at period zero with full commitment power
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from the principal. Since there is hidden information at the time of contracting, without loss
of generality, the principal’s problem is to offer the agent a menu of dynamic contracts. A dy-
namic contract specifies a sequence of transfers as a function of the publicly observable history.
Horner and Samuelson (2012) also considers situations where the principal cannot commit to
future actions. Yet, instead of assigning permissible action sets, the principal in their model
makes offers regarding how to split the surplus from successful experimentation.

The analysis of our benchmark setting is built on the exponential bandit model introduced by
Keller, Rady and Cripps (2005). We characterize the optimal dynamic rule that gives the prin-
cipal the highest expected payoff and shows that the basic tradeoff is between the benefit from
inducing the agent’s private information and the cost of excessive experimentation. Moreover,
the principal is weakly better off when she can commit to a dynamic delegation plan.

2 The model

Experimentation and payoffs. Time t € [0, 00) is continuous. The principal and the agent face
a two-armed bandit problem. One arm S is “safe”” and yields a known deterministic flow payoff
s. The other arm R is “risky” and can be either “good” or “bad”. If it is bad, then it always
yields 0. If it is good, then it yields lump-sum payoffs after exponentially distributed random
times. If R is pulled over an interval of time [t, ¢ + dt), the probability that a lump-sum payoff
realizes at some point in the interval is Afdt, where A > 0 is a constant known to all players,
6 = 1if Ris good, and 6 = 0 if R is bad. Thus, the arrival of the first lump sum reveals that
the risky arm is a good one. The magnitude of these lump sums is h. Let ¢ = Ah be the flow
payoff to the principal if the risky arm is good.

Agent’s bias. The agent faces the same bandit as the principal does and receives flow payoff s
if S is pulled. However, he gets different payoffs from the principal if the risky arm is pulled.
The agent’s flow payoff from the risky arm is g + b if it is good and O if bad. The constant
b measures the agent’s bias towards (or against) the risky arm and is commonly know1ﬂ We
assume that 0 < s < gand 0 < s < g + b, so both players strictly prefer R, if it is good, to
S, and strictly prefer S to R, if it is bad. At time 0, players do not know the risky arm’s type.
They start with a common prior pg that the risky arm is good and share a common discount rate
r > 0.

Agent’s private information. Throughout the game, both players observe the delegation set
assigned by the principal, the action chosen by the agent and the outcome of the risky arm if
it was pulled. The only information asymmetry comes from the agent’s private information
regarding the risky arm’s type. Before the game starts, the agent privately observe a binary
signal § € © = {6,,0,} which endows him a better knowledge of the risky arm’s type. If
6 = 6,, the agent updates his prior to py > po that the risky arm is a good one. If 6 = 6, the
agent updates his prior to p o < Po. We assume that the agent gets signal 6;, with probability qq.
Therefore, we have

Po = qoPo + (1 — qo)p,,-

In particular, we assume that p =€ (0,1) and py = 1, implying that a high signal perfectly
reveals the risky arm’s type. The interpretation of this information structure is that the agent
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gets a chance to pull the risky arm costlessly for some time before the game starts. If the
agent ever observes any lump sum payoff, he updates his belief to py = 1 and is called the
high type agent. If not, the agent is a low type one and assigns probability p, to the risky arm
being good at time 0. Let gy be the probability of high type agent at time 0. Then we have

po=qo+ (1 — qo)p,-

Delegation. At time t, the principal determines a non-empty permissible set D, C {R,S}
and then the agent chooses an action a; € D,;. The discrete analogue is that at time ¢ €
{0A,1A,2A, ...}, the principal assigns a non-empty set D; from which the agent chooses an
action a, which is played in [t,¢ + A). The principal would like to utilize the agent’s private
information while restricting the expression of his bias. The equilibrium concept is Markov
perfect equilibrium and we characterize the equilibria as A — 0 that gives the principal the
highest expected payoff.

3 Main Results

Faced with a biased yet better informed agent, the principal can use her delegation authority
to achieve a higher expected payoff than the case where the principal always assigns singleton
delegation sets and ‘takes over’ the task of experimentation. One useful tool is that the principal
can let the agent choose either to stop experimenting or to experiment perpetually. This menu
does not allow the agent to switch back to the safe arm when he gets sufficiently pessimistic
and force the low type agent to reveal his type earlier than he would like to. Another useful tool
to induce information is through possibly excessive experimentation. Here, excessive experi-
mentation means that the principal first assigns { R} for a period longer than what she would
like to if she had seen the low type agent’s signal. The purpose of excessive experimentation is
to let the low type agent become sufficiently pessimistic to separate from the high type agent.
The optimal delegation rule, shaped by the tradeoff between the benefit from separating two
types of agents and the cost of excessive experimentation, depends on the degree of the agent’s
bias.

When the bias term b is sufficiently small, the principal always offers the delegation set { R}
until the low type agent’s belief hits the principal’s optimal stopping time (had the principal
seen a low signal at time 0). Then, by offering either to stop experimentation or to experiment
perpetually, the principal is able to separate two types of agents and gets the expected payoff
as if she had seen the agent’s signal.

When the misalignment of preferences is moderate, the principal always offers the delegation
set { R} until the low type agent prefers to play S forever than to play R perpetually. The
principal gains from separating two types of agents but has to pay the cost of excessive experi-
mentation.

As b gets sufficiently large, the cost of excessive experimentation outweighs the informational
gain from the separation of two types of agents. The principal always assigns singleton dele-
gation sets and ‘takes over’ the task of experimentation.



4 Conclusion

We characterize the optimal delegation rule by a principal when she faces a better informed and
biased agent. Without being able to commit to future actions, the principal can not separate
two types of agents at time 0. Instead, the principal has to assign delegation set {R} and
‘experiment’ for a period sufficiently long before the low type agent is willing to separate from
a high type one. The principal finds it optimal to induce the agent’s private information when
bias is small or moderate and prefers to ‘take over’ the task of experimentation when the bias
is sufficiently large. We also show that the principal is weakly better off if she can commit to a
contingent delegation plan based on the agent’s reports.
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