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Abstract

This paper studies a model of in�nitely repeated elections in which vot-

ers attempt simultaneously to select competent politicians and to provide

them with incentives to exert costly e¤ort. Voters are unable to incentivize

e¤ort if they base their reelection decisions only on incumbent reputation.

However, equilibria in which voters use reputation-dependent performance

cuto¤s (RDC) to make reelections decisions exist and support positive ef-

fort. In these equilibria, politicians�e¤ort is decreasing in reputation, and

expected performance is decreasing in tenure. Like the equilibria in Fere-

john 1986, RDC equilibria rely on voters being indi¤erent between reelecting

incumbents and electing challengers. I show that this voter-indi¤erence con-

dition is closely related to weak renegotiation-proofness (Farrell and Maskin

1989).
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1. Introduction

How can electoral competition prevent incumbent politicians from using their

position to extract rents at the electorate�s expense? Political agency theory,

exempli�ed by the work of Key (1966), Barro (1973), and Ferejohn (1986), has

stressed that voters provide incentives for incumbents to work in their interest by

conditioning reelection on performance. I refer to this as the sanctioning role of

elections.

This is not the only way in which voters may use elections to get better govern-

ment. Given that there are likely to be considerable di¤erences among politicians,

voters may use elections to their bene�t by attempting to retain only those politi-

cians who are most willing or able to work in their interest. I refer to this as the

selection role of elections.

The relative importance of these roles is a theoretical question which will have

di¤erent answers depending on the institutional environment (e.g. are there term

limits?) and the type of heterogeneity among politicians which is considered (e.g.

do they di¤er in honesty or competence?). The main goal of this paper is to

contribute to the understanding of the twin roles of elections, how voters may

optimally and credibly balance them, and the implications of this balance for

voter behavior and political careers through time.

Most work in this area has concluded that voters will focus exclusively on

selection. In an in�uential article, Fearon (1999, p. 77) states that "when it

comes time to vote it makes sense for the electorate to focus completely on the

question of type: which candidate is more likely to be principled and share the

public�s preferences?" Similar claims are made by Besley (2006) and others (see

the related literature section below) whose models predict that, when making

reelection decisions, voters will consider only the incumbent�s probability of being

a �good�type. In contrast to most previous related work, I �nd that sanctioning

must be a central component of voter behavior in any equilibrium in which rent-

extraction is limited.
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I study an in�nite-horizon model of repeated elections with no term limits in

which politicians di¤er in their competence. There are two types of politician: H

(high) and L (low). H-types are competent: by exerting costly e¤ort they can im-

prove the expected utility of voters. L-types, on the other hand, are incompetent:

they do not have the ability to improve outcomes, or it is prohibitively costly for

them to do so. If H-types are believed to exert some e¤ort, the voters�beliefs

about the likelihood of an incumbent being an H-type will evolve along with his

observed performance. I refer to these beliefs as a politician�s reputation.

As in most in�nitely repeated games, the set of equilibria of this model is large.

In fact, any pure reelection strategy may be supported as part of an equilibrium

(see Proposition 1). The fact that arbitrary behavior on the part of voters can

be derived as a prediction of this model highlights the importance of equilibrium

selection. Appealing to Markov perfection, using incumbent reputation as the

state variable, is a popular and intuitive approach. Furthermore, in a Markov

perfect equilibrium the voters�reelection decision depends only on the incumbent�s

reputation so that these equilibria can be interpreted as those in which voters focus

only on selection. In the �rst of this paper�s main results (Proposition 2), I show

that there exists no Markov perfect equilibrium in which incumbents ever exert

positive levels of e¤ort.

If focusing only on selection leads to low payo¤s for voters, one might conjec-

ture that they will focus only on sanctioning instead. Indeed, there are equilibria

in which voters use performance standards to make reelection decisions without

being responsive to an incumbent�s reputation, and which yield positive payo¤s

for the voters (these are described in Section 3.2). However, in these equilibria

the voters�continuation payo¤s vary systematically with the incumbent�s reputa-

tion, and the voters will be expected to throw incumbents out of o¢ ce who would

normally outperform challengers. That is, the voters face a commitment prob-

lem which undermines the credibility of their reelection strategy. Formally, these

equilibria are not weakly renegotiation-proof (WRP, Farrell and Maskin 1989).

In this model, WRP is quali�edly equivalent to the condition that the vot-
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ers�expected payo¤s be constant across incumbent reputations (see Claim 1 and

Proposition 3 for details). If this is the case, voters face no commitment problem

when making reelection decisions because they will be indi¤erent between having

the incumbent or a randomly-selected challenger in o¢ ce.

It is instructive to note the similarity with the equilibria in a seminal work

on political agency, Ferejohn 1986, in which voters commit to a reelection rule

based on a �xed performance standard. In Ferejohn 1986 this voter indi¤erence

condition arises automatically from the assumption that politicians are identical.

Thus, if one considers this assumption to be too strong, one may worry about the

robustness of the proposed equilibria. However, I �nd that voter indi¤erence has

an important theoretical justi�cation in a model with heterogeneous politicians.

In this sense, my results provide fresh perspective on, and microfoundations for,

the equilibria of Ferejohn 1986.

Building on these insights, I go on to prove existence of a class of WRP equi-

libria in which H-types are incentivized to exert positive e¤ort (Theorem 1). In

these equilibria, incumbents are reelected only if their observed performance ex-

ceeds a cuto¤ which varies with the incumbent�s reputation at the beginning of

his term. Crucially, these performance cuto¤s vary in such a way as to make

it incentive compatible for politicians to exert just enough e¤ort to leave voters

indi¤erent between reelecting the incumbent and electing an inexperienced chal-

lenger, thus making the voters�value function constant across reputations. I refer

to this class of equilibria as equilibria in reputation-dependent performance cut-

o¤s (RDC). I view RDC equilibria as a natural generalization of the equilibria in

Ferejohn 1986 because they rely on the same basic insights. First, performance

cuto¤s are an plausible and e¤ective way to provide incentives. Second, voters can

credibly commit to using these strategies if they are indi¤erent between reelecting

an incumbent and electing a challenger.

An implication of voter indi¤erence is that politicians are able to appropriate

the bene�ts of increases in their reputation by exerting lower e¤ort. This high-

lights a tension between the selection and incentivizing roles of elections. Voters
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could do better by committing to a reelection rule which optimally incentivized

incumbents. However, such a commitment is not WRP and, thus, not credible.

RDC strategies reconcile this tension in a way that is as simple as possible, while

passing a stringent credibility test and providing politicians with incentives to

exert costly e¤ort.

Because, in a model with heterogeneous politicians, selection will play some

role in explaining voter behavior, one may reasonably expect that a veteran politi-

cian who has developed a reputation for being of a certain type will be treated

di¤erently by voters than a �rst-termer with no record. This, in turn, suggests

that a model of electoral control which simultaneously contemplates selection and

sanctioning will help us understand the dynamics of political careers. That is,

there is likely to be an interplay between an incumbent�s reputation, tenure, and

behavior, and the standards to which he is held by voters. In RDC equilibria,

politicians of high reputation exert lower e¤ort. Also, in expectation, reputation

is positively related to tenure so that, for a given politician, tenure is negatively

related to performance (see Claim 3).

The paper proceeds as follows. In the following subsection, I discuss related

work and its relationship to this paper. In section 2, I describe the model and

its assumptions. Section 3 addresses the problem of multiplicity of equilibria, and

uses some simple equilibria of the model to motivate equilibrium selection criteria.

In section 4, I de�ne RDC equilibrium and prove its existence. In section 4.1, I look

at what RDC equilibria can tell us about the career dynamics of politicians. In

section 4.2 I present a simpli�ed version of the model which clari�es the mechanics

of RDC equilibrium and allows me to address questions of reelection rates and

e¢ ciency which I am unable to answer in the general model. Section 5 concludes.

1.1. Related Literature

There is a growing number of papers which study the selection and incentivizing

roles of elections in a uni�ed framework. Much of this work builds on work by

Holmström (1999) on career concerns, with the relationship most directly apparent
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in Persson and Tabellini (2000, ch. 4.5). Notable contributions include Reed

(1994), Banks and Sundaram (1998), Fearon (1999), Berganza (2000), Ashworth

(2005), and Besley (2006, ch. 3.3). Each of these works studies a model in

which voters consider both the selection and incentivizing roles of elections and

politicians face term limits. Additionally, several papers have applied similar

models to the study of subjects such as transfers to special interest groups (Coate

and Morris 1995 and Lohmann 1998), the incumbency advantage (Ashworth and

Bueno de Mesquita 2006), constituency service (Ashworth and Bueno de Mesquita

2008), and CEO activism (Dominguez-Martinez, Swank, and Visser 2008) to name

a few.

There are two important di¤erences between the models cited in the previous

paragraph and this paper. First, imposing term limits means that last period be-

havior is easily solved for, and reelection rules are derived by backward induction.

In this paper there are no term limits, so voters and politicians face a dynamic

problem at every stage. The second is the type of politician heterogeneity stud-

ied. In the papers above, voters are assumed to bene�t from having a high type

in o¢ ce even if the he will exert no e¤ort. In this paper, high types di¤er from

low types only in their ability to induce outcomes preferred by the voters. How-

ever, improving outcomes is costly to high types so, in the absence of electoral

incentives, average performance is equal for high and low types. I feel that this

is a more natural way of modeling di¤erences in ability or competence, while the

alternative approach is best suited to modeling di¤erences in honesty or alignment

of preferences.

In a closely related paper, Banks and Sundaram (1993) study the selection and

sanctioning roles of elections in a fully dynamic framework with no term limits.

This paper di¤ers from their�s mainly in terms of equilibrium selection, although

this leads to important di¤erences in predictions made about political careers and

in insights gained into the interplay of the two roles of elections. I discuss the

di¤erences in greater detail in section 3.2.

Duggan (2000) and Banks and Duggan (2006) study a model of repeated elec-
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tions in which politicians di¤er in their spatial policy preferences. Voters use the

incentive of reelection to induce politicians to temper their policy choices while

in o¢ ce. However, because there is no uncertainty in the execution of policy and

strategies are stationary, there is no evolution of beliefs about the incumbent�s

preferences beyond their �rst period in o¢ ce.

Meirowitz (2007) proposes a model of repeated elections in which two long-

lived parties, di¤ering in their policy preferences and valence, compete in elections

each period. Voters are uncertain about the set of feasible policies rather than

about the parties�characteristics or the policy choices made. He shows that, while

electoral control is impossible if voters are constrained to using pure strategies,

perfect control is possible in mixed strategies. If mixed strategies are to be used,

each party must provide the same expected utility to the voter when in o¢ ce.

This leads to a voter indi¤erence condition analogous to the one emphasized in

this paper.

Smart and Sturm (2006) present a model of repeated elections in which incum-

bents�actions are publicly observable, but the underlying state of the world which

determines which action is good for the voters is observed only by the incumbent.

In this context, they prove that the best Markov perfect equilibrium in the ab-

sence of term limits involves all politicians taking the same action regardless of

the state of the world. They go on to argue that imposing term limits may help

voters by decreasing the incentives for politicians to conform. Their result on the

limits of Markov perfect equilibria are in the spirit of the �rst main result of this

paper. The existence of RDC equilibria in my model suggests that allowing voters

to condition on more information than Markov perfection allows, the most recent

realization of voter utility in particular, may be an alternative way to increase

their expected payo¤s.

This paper is related to the literature on dynamic principal-agent interactions

outside of the political sphere. The approach taken here di¤ers from that taken

in much that literature in two main dimensions. First, this paper focuses on the

use of a retention rule rather than a compensation contract as an incentivizing
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mechanism. Second, in most of the literature on principal-agent relationships

the principal is assumed to be a Stackelberg �rst-mover, leaving the agent only

his reservation utility. In this paper, I look at Nash equilibria which admit the

possibility that the gains from interaction may be shared. Indeed, in the RDC

equilibria which I focus on, the agent reaps all of the bene�ts from increases in

his reputation and enjoys utility strictly greater than his reservation value.

Mailath and Samuelson 2001 and Hörner 2002 study related models of rep-

utation formation in which �rms attempt to convince consumers that they are

competent. Consumers are willing to pay more for a competent �rm�s products

only if they expect the �rm to exert high e¤ort. In a result reminiscent my Propo-

sition 2, Mailath and Samuelson show that, with persistent types, Markov perfect

equilibria cannot support high e¤ort. They share my skepticism of trigger strategy

equilibria but, rather than using a renegotiation-proofness argument to make this

point, they argue instead for a restriction to markovian strategies. They show that

e¤ort can be incentivized if a �rm�s type changes with some positive probability

every period so that reputation cannot become �too good�. Hörner studies a sim-

ilar model in which many �rms compete with each other for marketshare while

developing a reputation for competence. He shows that, even with persistent

types, e¤ort can be incentivized if �rms believe that customers will leave them for

a competitor after a bad outcome. Intriguingly, his equilibria involve customers

being left indi¤erent among �rms of varying reputations as high reputation �rms

charge higher prices. However, this is assumed as an equilibrium condition and

supported by appropriate beliefs o¤ the equilibrium path. While the equilibria

in Hörner�s model are Markov perfect, this relies on having only two possible

outcomes so that reputations correspond to particular histories of play. Having

continuous outcomes would make this partition impossible and make clear that

his equilibria have a similar strategic complexity to the RDC equilibria studied in

this paper.
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2. The Model

I study a discrete-time, in�nite horizon model of a democratic society. In order to

focus on the problems of selecting competent politicians and providing them with

incentives to perform well, I abstract from ideological di¤erences in the electorate.

Instead, I model citizens as a single, in�nitely-lived representative voter.

2.1. Preferences, Timing, and Information in the Stage Game

Each period, indexed by t 2 f1; 2; :::g, the voter must select a politician to carry
out a task. There is an in�nite set P of potential politicians from which challengers

are randomly drawn. Each politician is in�nitely-lived and may serve for as many

periods, or terms, in o¢ ce as the voter asks him to. Once replaced by a challenger,

however, a politician cannot return to o¢ ce.

In order to consider di¤erences in competence, I assume that politicians are

one of two types: high (H) or low (L). H-types may choose to exert some level of

e¤ort a 2 R+ = [0;1). This e¤ort impacts, but does not perfectly determine, the
voter�s stage-game utility r 2 R+. Speci�cally, r = a + " where " is a zero-mean
noise term with distribution function F and density f . Thus, e¤ort is related to

voter utility via a conditional distribution function F (rja) with density f(rja).
Note that E(rja) =

R1
�1 rf(rja)dr = a+

R1
�1 "f(")d" = a.

H-types receive per-period utility u(a) when in o¢ ce, and 0 otherwise. The

utility function u(a) is twice continuously di¤erentiable and strictly concave. Ef-

fort is costly so that u is weakly decreasing in a with u0(0) = 0 and u0(a) < 0

8a > 0. I also assume that u(a) > 0 for all a 2 [0; �a) and some �a > 0.
L-type politicians, on the other hand, are unable1 to a¤ect the distribution of

r so that it is always F (rj0) when an L-type is in o¢ ce. They receive a payo¤
uL > 0 when in o¢ ce and 0 otherwise, so that they are always willing to serve if

1Alternatively, e¤ort is too costly for L-types for it to be worthwhile exerting. �u0L(0) >
�
1��uL(0)f(0j0) is su¢ cient for this if I make the same assumptions on uL as on u.
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elected. Because L-types are always willing to hold o¢ ce but cannot make choices

which in�uence payo¤s in this game, I will focus on the behavior of H-types.

As is standard in games with imperfect monitoring (Abreu, Pearce, and Sta-

chetti 1990), I assume that the distribution of results has full support: f(rja) > 0
for all r and a. This guarantees that e¤ort levels can never be perfectly inferred

by observing results. I also make the following assumptions for analytical conve-

nience. First, that f(rja) is twice continuously di¤erentiable in both arguments.
Second, f(rja) is symmetric around its mean.
Because the evolution of beliefs about incumbent types is central in this paper,

it is useful to make assumptions ensuring that good results are more likely when

e¤ort is high. Thus, I assume that f(rja) satis�es the monotone likelihood ratio
property (Milgrom 1981): f(xja)

f(xja0) >
f(yja)
f(yja0) whenever x > y and a > a

0.

In order to guarantee that the politician�s objective function is concave so

that I may work with �rst order conditions, I make the following joint assumption

on u(a) and f(rja): �u00(a) > maxQ
R
faa(rja)Q(r)dr where Q is any function

Q : R! [u(0); u(0)
1�� ] and faa(rja) is the second derivative of f(rja) with respect to

a. If f(rja) is the density of the normal distribution with mean a and variance 1,
�u00(a) > 0:4839

�
�
1��u(0)

�
for all a is a su¢ cient condition.

A politician�s type is the private information of the politician. The voter

assigns a probability �j of being an H-type to politician j. I call �j politician j�s

reputation. For ease of notation, when referring to the incumbent�s reputation I

drop the subscript j. Note that the expected stage-game payo¤ to the voter when

an H-type incumbent exerts e¤ort a is �a, so that reputation is payo¤ relevant.

The proportion of H-types among the set of potential politicians P is �0.

Because new politicians are selected randomly from this set, �0 will also be the

reputation of any politician at the beginning of his �rst term.

2.2. Histories, Strategies, and the Repeated Game

At time t, the voter and all politicians will have information about who has been in

o¢ ce and what rewards the voter has received in all previous periods, 1; 2; :::; t�1.
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t1 t

Reelection
Decision

Effort (a)
Exerted

Results (r)
Realized

Incumbent
Reputation

Updated

The Stage Game

I call this information a t-history and label it ht. Let H denote the set of all

possible t-histories.

A reelection strategy is a measurable function � : H ! [0; 1] denoting the

probability with which the voter will reelect the incumbent, conditional on all

currently available information.

Similarly, an e¤ort strategy for H-type politician i is a measurable function

�i : H ! R+ denoting the e¤ort which a given politician will exert conditional on
being in o¢ ce and on all currently available information. To focus on di¤erences

in type, I assume that all H-types play the same strategy �i = �. Note also that I

am ruling out e¤ort strategies which condition current actions on an incumbent�s

past e¤ort choices, which are the incumbent�s private information. This is because

I am looking only at perfect public equilibria which restrict strategies to depend

on public histories.

A belief function �̂ : H ! [0; 1]1 is a measurable function specifying the

probability with which the voter believes each politician in P to be an H-type.

For any politician i who has never previously held o¢ ce, �̂i = �0 regardless of

the relevant t-history (ht). In equilibrium, beliefs about a politician�s type evolve

according to Bayes�rule:
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�̂j(ht+1) =
�̂j(ht)f(rt+1j�(ht))

�̂j(ht)f(rt+1j�(ht)) + (1� �̂j(ht))f(rt+1j0)

Because the distribution f satis�es the monotone likelihood ratio property,

�̂j(ht) is strictly increasing in rt. For ease of notation, in what follows I drop the

subscript when referring to beliefs about the incumbent so that �̂(ht) denotes the

probability that the incumbent at time t is an H-type.

It is important to note that di¤erent histories can lead to the same incumbent

reputation. I can group these together to de�ne a coarser partition of the set of

all histories as follows: if �̂(h1) = �̂(h2) for h1; h2 2 H then h1; h2 � ĥ 2 Ĥ. Note
that h1 and h2 need not be of the same length. I will refer to this as a markovian

partition of histories and I will use this de�nition of Ĥ in the following section to

de�ne Markov perfection.

Given a strategy pro�le (�; �) and beliefs �̂, the voter can compute his expected

future payo¤s at ht. Keeping in mind that �, � and �̂ denote functions while �(ht),

�(ht) and �̂(ht) are particular values, I write V (�; �; �̂;ht) for the voter�s value

function. Letting ht+1(r) denote the t+1-history reached from ht after a result r

is observed, it may be de�ned recursively:

V (�; �; �̂;ht) = �̂(ht)�(ht) + �

Z 1

�1
V (�; �; �̂;ht+1(r))f(rj�(ht))dr

Where � 2 (0; 1) is a discount factor common to the voter and all politicians.
Note that I do not explicitly write the reelection probability �(ht+1(r)) here.

Instead, ht+1(r) captures whether the incumbent is reelected or a challenger with

reputation �0 is elected.

Similarly, I denote the value function of an incumbent H-type politicianQ(�; �; �̂;ht).

It may be de�ned recursively as:
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Q(�; �; �̂;ht) = u(�(ht)) + �

Z 1

�1
�(ht+1(r))Q(�; �; �̂;ht+1(r))f(rj�(ht))dr

Note that I explicitly write the reelection probability �(ht+1(r)) in the politi-

cian�s value function to highlight that the reelection decision determines whether

an incumbent will receive Q(�; �; �̂;ht+1(r)) the following period, or 0 if he is not

reelected.

De�nition 1. A perfect public equilibrium is a strategy pro�le (��; ��) and a

belief function �̂ such that:

1. V (��; ��; �̂;ht) � V (�0; ��; �̂;ht) for all �0 and ht.

2. Q(��; ��; �̂;ht) � Q(��; �0; �̂;ht) for all �0 and ht.

3. �̂ evolves according to Bayes�rule2 using the strategies (��; ��).

In what follows, I will use the term equilibrium to refer to perfect public

equilibria.

3. Equilibrium Selection

As in most in�nitely repeated games, I expect there to be a large set of equilibria.

In this section, I discuss the problem of the multiplicity of equilibria and some

possibilities for narrowing my focus to those equilibria which are most appealing.

I begin with the following result which starkly outlines the problem of multiplicity.

Then, I proceed by describing several classes of equilibria of this model and using

them to motivate equilibrium re�nements.

2The full support assumption ensures that Bayes�rule is always applicable since all histories
are reached with positive density.
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Figure 2.1: Summary of Important Notation

r Voter's stage game utility.
a Politician's effort.
u(a) Politician's stage game utility.
f(r|a) pdf of r given a.
V Voter's value function.
Q Politician's value function.
σ Voter's reelection strategy.
α Politician's effort strategy.
μ Incumbent's reputation.

Proposition 1. Any pure reelection strategy � can be supported as part of an
equilibrium.

To see that this is true, I �rst identify the equilibrium with the lowest payo¤s

for all players in the equilibrium set, which I call an equilibrium in grim strategies.

Suppose H-type politicians always choose a = 0. Then, the voter is left indi¤erent

among all politicians and may choose any reelection rule. In particular, it is a

best response for him never to reelect a politician, regardless of his performance.

This reelection strategy makes a = 0 a best response.

Next, I note that this equilibrium may be used as part of other equilibria as a

credible punishment to the voter for not following a prescribed reelection strategy.

Because the voter�s expected payo¤ can never be worse than 0, the following is an

equilibrium for any pure reelection strategy �: the voter plays � on the equilibrium

path while politicians play a best response to �. If the voter ever deviates from

�, equilibrium play switches to grim strategies.

One may object to the equilibria above by arguing that it is implausible that

all politicians in P will coordinate on playing grim strategies in the continuation

game. Since the physical environment is identical each time a politician is elected
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to his �rst term, it seems natural to focus on equilibria in which strategies are the

same every time the voter begins a fresh relationship with a politician. This, of

course, implies that the value of the outside option for the politician is constant

through all histories. In a sense, this is a stationarity condition which I will call

challenger-stationarity. Because it is su¢ cient for my purposes and a weaker con-

dition, I de�ne challenger-stationarity in terms of the value of electing a challenger

rather than the continuation strategies played.

De�nition 2. An equilibrium satis�es challenger-stationarity if the value of elect-
ing a challenger is history-independent.

3.1. Selection-Only Equilibria

One restriction on the set of equilibria that is particularly appealing is to consider

reelection strategies which are a function only of beliefs about the incumbent�s

type. In other words, our hypothesis is that voters focus only on the selection role

of elections. Considering this possibility has the added bene�t of providing some

insight into the trade-o¤s between the sanctioning and selection roles of elections,

and contributing to the understanding of the implications of the heterogeneity

of politicians to voter behavior. As I discussed in the literature review above,

previous work on related models has tended to predict that voters will use a

simple reputation cuto¤ as a reelection rule3.

In the current set-up, in which only beliefs about the incumbent�s type a¤ect

the set of feasible payo¤s, incumbent reputation is the natural state space for

one to use when considering an appeal to Markov perfection (Maskin and Tirole

2001). Thus, we have a convenient equivalence of the selection-only and the

Markov perfection restrictions.

3See Reed (1994), Banks and Sundaram (1998), Fearon (1999), Berganza (2000), and Ash-
worth (2005). In these models with term limits, it is assumed that high types perform better
than low types in the last term in which no incentives for e¤ort can be provided. Therefore,
incumbents are reelected if their expected type is higher than that of a replacement.
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Markov perfection is one of the most common equilibrium re�nements used

in applied theory. Indeed, related work on repeated elections by Duggan (2000),

Banks and Duggan (2006), and Meirowitz (2007), as well as related work on

reputation games such as Mailath and Samuelson (2001) and Hörner (2002) has

focused on Markov perfect equilibria. Standard arguments for Markov perfection

stress the simplicity of markovian strategies. Additionally, Banks and Sundaram

(1993, p. 310) end their article by asking whether �interesting�equilibria which

are stationary in reputation exist. Proposition 2 below answers in the negative,

at least for this slightly simpler setting.

De�nition 3. An equilibrium is Markov perfect if its strategies (�; �) are mea-

surable with respect to the markovian partition Ĥ.

Existence is easily veri�ed as equilibrium in grim strategies provides a trivial

example of a Markov perfect equilibrium. However, the following result makes

clear that the markovian criterion is too strict to allow for the voter to e¤ectively

incentivize H-type politicians.

Proposition 2. There is no Markov perfect equilibrium with positive value for

the voter (V > 0).

A full proof is provided in the Appendix (Section 6.2). To develop some of the

intuition behind the proof, suppose that politicians of all reputations provide e¤ort

of at least â > 0 in equilibrium. If reelection strategies depend only on reputation,

the politician�s ex-ante value of acquiring a reputation � is �(�)Q(�) = Q̂(�).

Because posterior reputation is increasing in performance, in order to provide

incentives for e¤ort the function Q̂(�) must be increasing in reputation. As a

politician�s reputation nears 1, the change in his reputation for a �xed but wide

set of outcomes (r) approaches 0. Therefore, the politician�s value function Q̂

must increase at least a �xed amount (itself dependent on â) in each of an in�nity

of ever smaller intervals. However, I know that Q̂ is bounded above by the value of

16



holding o¢ ce forever while exerting zero e¤ort: u(0)
1�� . Therefore, providing incen-

tives for e¤ort at least â for all reputations is infeasible. Conversely, if politicians

of reputation at least � do not provide e¤ort, it is not worthwhile for the voter

to reelect them. This in turn, means that politicians should avoid ending up with

a reputation higher than �, and they can only do this by providing lower e¤ort,

leading to an unraveling of incentives for incumbents of all reputations.

The result, and its proof, echo Proposition 2 in Mailath and Samuelson 2001

(henceforth M-S). There are, however, important di¤erences. For instance, the

relation between prices and reputation assumed in M-S gives the agent built-

in incentives to improve his reputation which are absent in the current setting.

Interestingly, the presence of continuous noise (and, thus, continuous outcomes) in

my model rules out the type of partition of reputation space which makes mixed

strategy equilibria with positive e¤ort possible in M-S.

3.2. Sanctioning-Only Equilibria

If focusing only on selection leads to low payo¤s for voters, one might wonder if

focusing only on sanctioning instead is a feasible way for voters to obtain more

favorable outcomes. In a closely related paper, Banks and Sundaram (1993) de-

scribe equilibria of the repeated elections game4 in which voters use performance

standards to incentivize incumbents to exert e¤ort and in which reelection strate-

gies do not vary with incumbent reputation. In these equilibria, politicians are

held to a �xed performance standard r�. When this performance standard is not

met, the politician is not reelected.

Because incumbents face a constant standard for reelection, their e¤ort choices

are constant through time. To see this, consider a competent incumbent�s problem:

maxfu(a) + � (1� F (r�ja))Qg
Note that I write the value of being in o¢ ce as a constant Q because, given

4The model in Banks and Sundaram 1993 includes an arbitrary but �nite number of types of
politician who di¤er in their cost of providing e¤ort. This paper�s model is a special case with
low types having arbitrarily high cost of e¤ort.
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this reelection strategy, the history of play will not have any e¤ect on future play.

Clearly, the solution to this problem is some constant level of e¤ort a� which leads

to a constant probability of reelection 1�F (r�ja�). Thus, these equilibria predict
no career dynamics of interest.

Furthermore, as an incumbent�s reputation (�) increases, so does his expected

future performance: �a� in each period in which the incumbent in question holds

o¢ ce. This raises the question of why voters are willing to dismiss incumbents

who have developed good reputations, given that they would normally outperform

a randomly-drawn challenger. The answer is that this strategy is enforced through

the following trigger strategy: after a politician has missed his performance target

once, he never expects to be reelected again and will therefore never again exert

e¤ort.

A serious criticism of these equilibria, in my view, is that after a politician with

high reputation misses a performance target, both the voter and the politician

would bene�t from agreeing to keep the politician in o¢ ce and continue play as

if the incumbent had not violated the voter�s performance standard. Therefore,

the punishment prescribed by the equilibrium is not credible. More formally, the

equilibria are not weakly renegotiation-proof (Farrell and Maskin 1989)5. There is

a feasible continuation equilibrium whose payo¤s strictly Pareto dominate those

speci�ed as following the history in question.

3.3. Renegotiation-Proofness and Voter-Indi¤erence

Weak renegotiation-proofness (WRP) not only helps us rule out trigger strategy

equilibria like those discussed in the previous subsection, it also provides theoreti-

5Weak renegotiation-proofness is a condition of internal consistency that makes comparisons
between the continuation payo¤s of a given equilibrium strategy pro�le. Competing notions of
renegotiation-proofness, such as that advocated by Pearce (1987), call for external consistency
so that comparisons are made across equilibria. In particular, Pearce argues that comparisons
should be made among the the lowest continuation payo¤s of equilibria. Because not reelecting
politicians (giving them continuation payo¤of zero) is the voter�s only e¤ective tool for providing
incentives, this approach is unlikely to narrow the set of equilibria in this game.
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cal clues to how more attractive equilibria may be constructed. In this subsection

I formally de�ne WRP, and I study its implications for this paper�s model.

Farrell and Maskin�s de�nition of WRP equilibrium is as follows: an equilib-

rium strategy pro�le ' is WRP if there do not exist continuation equilibria '1

and '2 of ' such that '1 strictly Pareto dominates '2 (i.e. payo¤s under '1 are

strictly greater for both players than under '2). To adapt the de�nition of WRP

to the current game, I must take into account that the politician�s reputation is

payo¤ relevant, so that continuation payo¤s when the politician�s reputation is

� may not be feasible when his reputation is �0 6= �. The following de�nition

formalizes this notion.

De�nition 4. An equilibrium is weakly renegotiation-proof (WRP) if, for any

two histories h1; h2 2 H leading to a reputation �, i.e. h1; h2 � ĥ 2 Ĥ, V (h1) >
V (h2) implies Q(h1) � Q(h2) (and therefore Q(h1) > Q(h2) implies V (h1) �
V (h2)).

Clearly, any Markov perfect equilibrium is WRP.

Because the strategies I will consider in the rest of the paper depend only on

reputation at the beginning of the term and current performance, I henceforth

drop the notation emphasizing the dependence of the voter�s and the politicians�

value functions V andQ on the entire history of play and strategy pro�les. Instead,

I emphasize their dependence on incumbent reputation by writing V (�) and Q(�).

In order to �nd equilibria in which the voter provides incentives for H-types to

provide positive e¤ort but that are WRP and depend on history in the simplest

way possible, I look to the structure of the equilibria in the baseline models of po-

litical agency. In my view, this has the added virtue of providing some continuity

in the modeling and understanding of electoral incentives. The seminal work of

Ferejohn 1986 makes two important observations:

� Performance cuto¤s are e¤ective means of providing incentives to politicians.

� Voter indi¤erence over incumbents and replacements can be exploited to
sustain equilibria with performance cuto¤s.
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In this model, politicians di¤er only in their perceived probability of being an

H-type - their reputation. An incumbent�s reputation will evolve as his record of

performance grows and, once he has served at least one term, it will never (with

probability zero) be exactly the same as that of a challenger (�0). Therefore, for

the voter to be kept indi¤erent between reelecting an incumbent and electing a

challenger, it must be that politicians of di¤erent reputations provide the same

expected utility to the voter: V (�) = V (�0), at least for � > �0. Therefore, I

speak of voter indi¤erence and a constant voter value function interchangeably.

De�nition 5. An equilibrium satis�es voter indi¤erence if V (�) = V (�0) for all

� which are reelected with positive probability.

Intuitively, this voter indi¤erence condition can be seen as a formalization of

the often-voiced sentiment: "One politician is as bad as another." This does not

mean that there are no di¤erences in competence among politicians, but that they

all exploit the system in their favor to the point where expected performance is

constant across politicians.

In addition to the connection to earlier models of political accountability, the

voter indi¤erence condition is connected in the current model to WRP. Clearly,

voter indi¤erence implies WRP since continuation payo¤s are the same for the

voter after any history of play, ruling out Pareto improvements.

Claim 1. Any equilibrium satisfying voter indi¤erence is weakly renegotiation-

proof (WRP).

The following Proposition goes some way toward establishing the reverse im-

plication: that WRP implies voter indi¤erence. Speci�cally, the indi¤erence con-

dition will hold for a set of reputations of positive measure, and strategies outside

of this set will be "uninteresting". In order to do so, I assume that the e¤ort

strategies of newly elected politicians do not depend on prior history (i.e. equilib-

ria are challenger-stationary, see De�nition 2). This seems natural in the current

context where each time a politician is elected for the �rst time, the continuation

game looks identical to the start of the game at time 0.
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Proposition 3. In any equilibrium satisfying weak renegotiation-proofness (WRP)
and challenger-stationarity the following conditions hold:

� There is a subset of reputation space of strictly positive measure S � [0; 1]
such that, for any � 2 S, if �̂(h) = � then V (h) = V (�0).

� For any � 2 SC = [0; 1]nS, if h1; h2 � ĥ(�) then, either �(h1) = �(h2) = 1 or
�(h1) = �(h2) = 0. That is, strategies in the complement of S are markovian

and degenerate.

Proof. If an equilibrium does not provide positive value for the voter, then

the voter�s value function is constant at 0 and the conditions above are trivially

satis�ed. Thus, in what follows, I look at equilibria in which V (�0) > 0.

Consider any reputation � such that one can �nd histories h1 and h2 satisfying

�̂(h1) = �̂(h2) = �, �(h1) = 1 and �(h2) = 0 (or strategies are mixed but may lead

to reelection after h1 and dismissal after h2). Then WRP implies that, because

Q(h1) > Q(h2), V (h1) � V (h2). Also, because it is a best response to reelect

after h1, V (h1) � V (�0). Because it is a best response not to reelect after h
2,

V (h2) = V (�0). From this I conclude that V (h1) = V (h2) = V (�0).

This leaves reputation levels at which incumbents are always reelected or al-

ways thrown out of o¢ ce. However, any reelection strategy leading to this sort of

behavior over almost all reputations is an essentially Markovian reelection strat-

egy. By the generalization of Proposition 2 in the appendix, this contradicts the

premise that the equilibrium in question provides positive value for the voter.

As it relates to the model of Ferejohn 1986, the relationship betweenWRP and

voter indi¤erence solidi�es the microfoundations of equilibria in performance cut-

o¤s. Even if one allows for heterogeneity among politicians, there is an intuitively

appealing equilibrium re�nement (WRP) which leads back to voter indi¤erence.

Thus, its use as a commitment device is both credible and focal.
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4. Equilibria in Reputation-Dependent Performance Cut-

o¤s (RDC)

For incumbent behavior to satisfy voter indi¤erence, we must use performance cut-

o¤s which adjust to the incumbent�s reputation. Otherwise, expected results will

vary systematically with reputation as in Banks and Sundaram 1993�s equilibria.

In order to keep the voter indi¤erent between incumbents and replacements

(V (�) = V (�0)), it must be that

V (�) = ��(�)+�
R1
�1 [�(�̂(r; �))V (�̂(r; �)) + (1� �(�̂(r; �)))V (�0)] f(rj�(�))dr

Solving for �(�) and substituting V (�) = V (�0) = V , we �nd that V =

��(�)+ �V . Solving for the incumbent�s e¤ort strategy: �(�) = V (1��)
�
: Denoting

v = V (1� �), I write the identity for e¤ort levels which keep the voter indi¤erent
among politicians as:

�(�) =
v

�

I refer to v as the value to the voter of an e¤ort pro�le �(�). Note that

�0(�) = � v
�2
so that e¤ort is decreasing in reputation. Clearly, any equilibrium

with positive value to the voter (v > 0) will involve a lowest reputation politician

which will ever be elected, since �(�) ! 1 as � ! 0. I denote this lowest

reelectable reputation ��.

Because e¤ort strategies �(�) keep the voter indi¤erent among reelection

strategies, if there exists a performance cuto¤ function r(�) : [0; 1] ! R which
makes �(�) a best response, this will be an equilibrium.

De�nition 6. An equilibrium in reputation-dependent performance cuto¤s (RDC)
with value v is an equilibrium in which:

� Politicians follow an e¤ort strategy �(�t) = v
�t
.

� The voter follows a reelection strategy �(rt; �t�1) =
(
1 if rt � r(�t�1)
0 otherwise
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Such strategies are Markovian if we take (�t�1; �t) rather than �t as the state

variable. This condition is equivalent to constraining strategies to depend only on

reputation and performance: (rt; �t) or (�t�1; rt). These equilibria are also WRP.

The following Theorem states the existence of equilibria in reputation-dependent

cuto¤ strategies.

Theorem 1. There exists a class of equilibria in reputation-dependent perfor-
mance cuto¤s (RDC) in which the voters use a reputation-dependent performance

cuto¤ as their reelection strategy, are indi¤erent among politicians of all reputa-

tions above some threshold ��, and receive strictly positive expected utility.

The proof (in Section 6.1) proceeds as follows: let Q(�) be any bounded

and well-behaved candidate for the politician�s value function. If I have cho-

sen v carefully, it will be obtainable under Q(�) in an RDC equilibrium since

Q(�) is bounded below by u(0), making it worthwhile for an incumbent to exert

some e¤ort in order to make his reelection more likely. I then de�ne an operator

T (Q)(�) = u(�(�)) + �
R1
rQ(�)

Q(�̂(r; �))f(rj�(�))dr where rQ(�) is a reputation-
dependent performance cuto¤ implementing v. A �xed point of T will be a value

function Q with associated cuto¤ function rQ(�) implementing an e¤ort strategy

�(�) = v
�
. Because this e¤ort strategy leaves the voter indi¤erent between re-

electing the incumbent or not, the cuto¤ function describes a reelection strategy

which is a best response. Therefore, once I check su¢ cient conditions for a �xed

point of T , I have found an RDC equilibrium.

4.1. Career Dynamics and Comparative Statics

In this Section, I describe some properties of RDC equilibria with positive value

v for the voter. I begin with a de�nition:

De�nition 7. Let t̂(t) be the date at which the date-t incumbent was �rst elected
to o¢ ce. An incumbent�s tenure at time t is the total number of periods he has

served in o¢ ce: �(t) = t� t̂(t).
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In any RDC equilibrium, expected reputation increases with tenure. This is

easy to see by the following argument. Because, in equilibrium, the voter cor-

rectly anticipates the incumbent�s behavior as a function of his type, the expected

reputation of the incumbent after serving a term is the same as his reputation

at the beginning of the term. In other words, a given incumbent�s reputation is

a martingale: Et
�
�i;t+1

�
= �i;t. However, those incumbents who end the term

with the lowest reputation will be thrown out of o¢ ce, leading us to conclude that

expected reputation will increase every time an incumbent is reelected.

Claim 2. In any RDC equilibrium with positive value to the voter:

1. An incumbent�s expected level of reputation conditional on tenure is strictly

increasing in tenure: E (�j�) > E (�j� 0) whenever � > � 0.

2. Politicians will fully reveal their type if they can stay in o¢ ce forever:

lim�!1E (�j� ;H) = 1 and lim�!1E (�j� ; L) = 0:

3. However, any incumbent will be thrown out of o¢ ce in �nite time: limt!1 limK!1 Pr(�(t) �
K) = 0.

Proof. The �rst part of the claim is argued in the text above.

To see that incumbents fully reveal their type if they can stay in o¢ ce forever,

recall that in an RDC equilibrium with value a
1�� > 0, any competent incumbent

exerts e¤ort weakly greater than a > 0 each period. Consider the following

test: the voter calculates a sample average of an incumbent�s performances �rn =
1
n

Pn
t=1 rt. For all n, E(�rnjH) � a. Also, V ar(�rn) = 1

n2
n� = �

n
where � is the

variance of ". Thus, limn!1 V ar(�rn) = 0. Therefore, the probability that �rn < a

goes to zero as the number of observations (n) grows arbitrarily large. In this way,

the voter may perfectly infer an incumbent�s type, given enough observations of

his performance in o¢ ce.

To see that any incumbent is thrown out of o¢ ce in �nite time with proba-

bility one, observe �rst that competent incumbents always survive with a higher
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probability than incompetent incumbents. This is the case because competent in-

cumbents exert e¤ort so that the distribution of outcomes when they are in o¢ ce

�rst order stochastically dominates that of incompetent incumbents. In order to

incentivize positive e¤ort, there must be a subset of outcomes of positive mass

on which the incumbent is not reelected for almost every � since, otherwise, we

would have an absorbing state in which no e¤ort is provided. Because the set

of reputations is compact, there is a maximum probability of reelection p < 1.

Therefore, the probability that any given incumbent survives at least n periods in

o¢ ce is bounded above by pn�1. Clearly, limn!1 p
n�1 = 0.

A straight-forward implication of RDC equilibrium is that e¤ort decreases

with reputation. This, along with Claim 1, implies a negative relationship be-

tween expected performance and tenure for a given politician (though not across

politicians).

Claim 3. For a given politician, expected e¤ort and performance are negatively
related to tenure.

Proof. Our variables of interest are E (rtj�(t); i) and E (atj�(t); i). We note, �rst,
that E (rtj�(t); i) = E (at + "tj�(t); i) = E (atj�(t); i) :
A given politician i is either competent or incompetent. If he is incompe-

tent, then his expected e¤ort and performance are zero, regardless of his tenure:

E (atj�(t); i) = 0 8� .
If i is competent, then his expected e¤ort and performance will be decreasing

in his reputation: at = v
�t
. By Claim 1, on average, reputation is increasing in

tenure. Thus, i0s expected e¤ort and performance will be decreasing in his tenure.

This is a prediction which has been emphasized by others, including Banks

and Sundaram (1998) and Ashworth (2005), though their derivation relies on

last-period e¤ects. As Ashworth (2005) points out, the prediction �ts well with

the negative correlation between tenure and personal constituent services in the

U.S. House of Representatives examined in Cain, Ferejohn and Fiorina (1990).
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In a study of the U.S. senate, Levitt (1996) �nds some evidence of a positive

correlation between ideological shirking and tenure.

Recent work by Galasso, et al. (2009) �nds a negative relationship between

tenure and attendance in the Italian legislature. Attendance may be interpreted

as an observation of e¤ort in this context if I reinterpret the model to �t Italy�s

parliamentary system. In this case, politicians are directly accountable to their

party rather than to the voters. One might imagine that parties face a similar re-

tention problem to that faced by voters in democracies with direct representation,

and thus may use RDC strategies.

An important question we may ask is whether heterogeneity among politicians

is good or bad for voters. Clearly, if there are only incompetent politicians, the

voter will have expected utility of zero. By Theorem 1 the voter can achieve

strictly positive expected utility in an RDC equilibrium whenever �0 > 0, so

that moving from a state of the world with only incompetent politicians to one

in which some may be competent is good for the voter. A world in which all

politicians are competent takes us back to the environment of Ferejohn 1986 in

which voters can achieve positive utility. The following proposition shows that

adding the possibility of incompetent politicians is never good for voters.

Claim 4. The highest expected payo¤ to the voter in an RDC equilibrium is

weakly increasing in the proportion of high types (�0) in the set of politicians P ,

and is strictly increasing for some �0.

Proof. Given an RDC equilibrium under �0, the same strategies may be used

when new politicians are more likely to be H-types (�00 > �0). This implies that

the highest achievable voter utility is weakly increasing in �0. However, we know

that as �0 ! 0, so do the feasible payo¤ levels for voters since a
�0
!1. Therefore,

for any RDC equilibrium with positive value to the voter, there is a �0 at which

this value is not feasible so that there is a �0 at which the highest expected payo¤

to the voter is strictly increasing.
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4.2. An Example with Perfect Monitoring: Reelection Rates and E¢ -
ciency

The analysis has thus far omitted any predictions for reelection rates and any

analysis of the costs of the voters�inability to commit to using trigger strategies.

This is because of the complexity of the general model presented above. In this

subsection, I present a simple example which preserves the logic and main fea-

tures of the general model, while allowing me to advance informed, if speculative,

answers to these important questions.

Before proceeding with the example, let me explain the di¢ culty in answering

these questions in the general model. The equilibria constructed in the proof of

Theorem 1 use performance cuto¤s which are above the expected performance of

high types (i.e. r(�) � �(�) > 0), and therefore politicians are always reelected
with probability strictly less than 1

2
. Because of the relatively low reelection prob-

ability, the politician�s value function is lower than it would be in an equilibrium

with higher reelection rates, and therefore the highest level of implementable ef-

fort would likely be higher in this alternative scenario. Generally, I would expect

similar equilibria using cuto¤s below expected performance to exist and guaran-

tee reelection rates strictly higher than 1
2
. However, moving performance cuto¤s

below expected performance allows for the possibility that you may be reelected

when your reputation has decreased, and thus that a politician will be reelected

even if it is infeasible for him to be incentivized to provide the required e¤ort

to keep indi¤erence. Whether this takes place will depend on the slope of r(�),

which in turn depends on the shape of Q(�), which is an endogenous object.

The model in this subsection is a special case of the general model described

in section 2. There is an in�nite set of potential politicians P from which voters

randomly draw when they wish to replace an incumbent. A proportion 1��0 are
incompetent and will provide utility r = 0 to voters. A proportion �0 are com-

petent and can improve voter utility by exerting costly e¤ort: r = a. Competent

incumbents receive utility U � a� (U > 0; � > 1) each period they are in o¢ ce.
Note that there is no noise term in the expression linking e¤ort to voter utility,
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so that e¤ort is perfectly and publicly observable. This implies that any positive

performance by an incumbent will reveal him to be competent with probability 1.

Because of this, learning happens all at once and there are only two reputation

levels which an incumbent will have on the equilibrium path. Let 1 denote the

state in which the incumbent is known to be competent, and 0 the state in which

the incumbent is believed to be competent with probability �0. Henceforth, sub-

scripts i 2 f0; 1g will denote values which variables or functions take in state i;
for instance Q1 is the incumbent�s value of being in o¢ ce in state 1.

Once the incumbent is known to be competent, voters can elicit e¤ort a = r�

by playing the following reelection strategy:

� =

(
1 if r � r�

0 otherwise

if the following incentive constraint is satis�ed:

Q1 = U � a� + �Q1 � U

Given these reelection strategies, competent incumbents will always be re-

elected with probability one if they exert the equilibrium level of e¤ort. Con-

versely, any lower level of e¤ort will lead to the incumbent being thrown out of

o¢ ce, so that the most attractive deviation for a competent incumbent is to a = 0.

This is why the incentive constraint above compares the utility of exerting the re-

quired amount of e¤ort and staying in o¢ ce with the utility of exerting no e¤ort

and not surviving the next election.

For any level of supportable e¤ort a, the incumbent�s state 1 value function is

Q1 =
U�a�
1�� . Thus, the maximum level of e¤ort which can be supported is:

�a = (�U)
1
� :

Intuitively, this increasing in � and U and decreasing in � but, interestingly,
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unresponsive to �0. Thus, the state 1 value function for the voter is �V1 =
�a
1�� .

In state 0, before the incumbent�s type has been revealed, the voter can im-

plement e¤ort a using the same type of reelection strategies as above as long as

the following incentive constraint is satis�ed:

Q0 = U � a� + �Q1 � U

If the voters elicit the same level of e¤ort in both states, then Q0 = Q1. Thus,

the maximum level of e¤ort that can be incentivized from a competent incumbent

when his type is unknown is also �a. Thus, the state 0 value function for the voter

in this equilibrium is �V0 =
�a�0

(1��)(1��(1��0))
.

However, as is argued in section 3, these strategies are not weakly renegotiation-

proof if the expected value to the voter of being in state 1 is greater than his

expected value of being in state 0, which is clearly the case when the same level

of e¤ort is elicited in either case:

V1 =
a
1�� > �0a+ �

�
�0

a
1�� + (1� �0)V0

�
= V0

V0 =
�0a

(1��)(1��(1��0))
To see this, consider the o¤-equilibrium outcome in which a competent incum-

bent (whether we are in state 0 or 1 does not matter here) exerts e¤ort 0 < a0 < a.

He is now revealed to be competent and could provide the voter with continuation

utility a
1�� if the voter and the incumbent agreed to continue play as if expecta-

tions of performance had been met. Because a
1�� >

�0a
(1��)(1��(1��)) and Q1 > 0,

this agreement would be strictly bene�cial to both parties.

In order to make the threat of electing a challenger credible, more e¤ort should

be elicited of unknown incumbents than of known competent incumbents. Specif-

ically, we can derive the following relation:

V =
a1
1� � = �0a0 + �V ) a0 =

a1
�0

The state 0 incentive constraint is now:
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Q0 = U � a�0 + �Q1 = U �
�
a1
�0

��
+

�

1� � (U � a
�
1) � U

The highest state-1 level of e¤ort which can be supported of incumbents who

are known to be competent is:

aRDC =
(�U)

1
� �0

(1� � + ���0)
1
�

:

This increasing in �, �0, and U , and decreasing in �. In an RDC equilibrium,

the voter�s state 1 and state 0 value function is the same: V RDC1 = V RDC0 =

V RDC = aRDC

1�� :

Note that there is a stark incumbency advantage exhibited in both the equi-

libria discussed above. The ex-ante probability of reelection in state 1, that is for

incumbents who have survived one term and therefore revealed themselves to be

competent, is 1. The ex-ante probability of reelection following an incumbent�s

�rst term is �0. This incumbency advantage arises entirely out of a selection e¤ect

as in Zaller (1998) or Ashworth (2005). Politicians who have survived in o¢ ce are

better equipped to survive future elections than a randomly chosen challenger.

Claim 5. Reelection rates are increasing in tenure. Incumbents in their �rst term
win reelection with probability �0, while incumbents who have been in o¢ ce longer

are reelected with probability 1.

Although there is no di¤erence in reelection rates, RDC equilibria predict that

incumbents will work less once their type is revealed, whereas trigger strategy

equilibria predict no variation in e¤ort or performance levels over a given politi-

cian�s career. To measure the loss voters su¤er because of their inability to commit

to trigger strategy equilibria, we can look at the ratio of the voters�value functions

at the best trigger strategy and RDC equilibria respectively:
�V0

V RDC
=

�a�0
(1��)(1��(1��0))

aRDC

1��
= �a

aRDC
�0

(1��(1��0))
=

(�U)
1
� (1��+���0)

1
�

(�U)
1
� �0

�0
(1��(1��0))

=
(1��(1���0))

1
�

(1��(1��0))
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The following Claim points out two implications of the expression above. While

I choose to compare the voter�s welfare in state 0, it is straightforward to show

that the same results hold when comparing state 1 value functions.

Claim 6. The e¢ ciency loss due to the voters�commitment problem vanishes as
voters and politicians become arbitrarily patient or impatient, or as the adverse

selection problem vanishes:

� lim
�!1

�V0
V RDC

= 1 and lim
�!0

�V0
V RDC

= 1

� lim�0!1

�V0
V RDC

= 1

Proof. The limit results can be derived from inspection of the expression for
�V

V RDC
:

lim
�!1

�V0
V RDC

= lim
�!1

(1��(1���0))
1
�

(1��(1��0))
=

�
�
�
0

�0
= 1

lim
�!0

�V0
V RDC

= lim
�!0

(1��(1���0))
1
�

(1��(1��0))
= 1

1
�

1
= 1

lim�0!1

�V0
V RDC

= lim�!1

(1��(1���0))
1
�

(1��(1��0))
= 1

1
�

1
= 1:

As �0 ! 1, the model approaches a traditional political agency model with

only one type of politicians. In these models there is no commitment problem for

the voter because voter indi¤erence arises from the fact that all politicians are

identical, so there is no di¤erence between RDC strategies and trigger strategies.

This should be true in the general model as well.

As politicians become arbitrarily patient, future payo¤s which are realized once

their types are known, become more important in the incumbents�incentive con-

straints. Thus, it becomes easier to incentivize very high e¤ort early on with the

prospect of many future periods of reduced e¤ort, accounting for the convergence

in the voters�value function. The same forces would be at work in the general

model. However, the noisiness of the general model puts a limit on the amount of

learning that is expected in equilibrium, as politicians will be thrown out of o¢ ce

before full learning has taken place even if they are exerting high levels of e¤ort.
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Thus, I would not expect full convergence of trigger strategy and RDC payo¤s

unless we also take " ! 0. The following �gures illustrate the result above for

given parameter values.
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5. Conclusions

The aim of this paper has been to improve the general understanding of the dual

role of elections: selecting competent politicians and incentivizing them to exert

costly e¤ort to the bene�t of the electorate. In particular, I have focused on the

potential interaction between a politician�s reputation, the voter�s willingness to

replace him with a lesser known candidate, and the politician�s performance. I

have done so in the context of a simple model of repeated elections without term

limits which does not assume that competence is desirable to the voter even in

the absence of incentivizing mechanisms.

As in many in�nitely repeated games, the problem of equilibrium selection

takes center stage. However, attention paid to this issue has been rewarded in

unexpected ways. I have shed light on the question of whether voters can e¤ec-

tively incentivize politicians by simply conditioning reelection on reputation. The

answer is no (Proposition 2), at least in the setting I study. I have uncovered an

interesting relationship between weak renegotiation-proofness and the condition

that the voter be left indi¤erent among politicians of di¤erent reputations and,

therefore, between reelecting an incumbent and electing an inexperienced chal-

lenger (Claim 1 and Proposition 3). This has given us fresh perspective on a

seminal work in political agency (Ferejohn 1986) and increased con�dence in its

underlying logic. Finally, I have considered some of the virtues and limitations of

the large set of equilibria in trigger strategies.

My exploration of the equilibrium set and its re�nements led me to generalize

the equilibria of Ferejohn 1986 to a model with heterogeneous politicians (RDC

equilibria, section 4). The use of voter indi¤erence to support performance cuto¤s

which, in turn, allow the voter to incentivize e¤ort from politicians is consistent

with several intuitively appealing equilibrium re�nements. Additionally, after

establishing existence (Theorem 1), I go on to explore the predictions of the model

for political careers. The results presented in section 4.1 replicate those derived in

similar models with term limits and in which incumbent type directly a¤ects voter
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utility. That they continue to hold when there are no term limits and politicians

di¤er only in competence should encourage researchers to look for evidence of these

career dynamics in contexts such as the U.S. Congress and understand them as a

consequence of political agency.

I conclude with some thoughts on the direction of future research. Di¤erent

institutions, as well as di¤erent types of heterogeneity among politicians, lead

models of political agency to make di¤erent predictions about voter behavior

and political careers. The literature is nearing an understanding of the relation

between assumptions and predictions. A natural next step is to endogenize candi-

date entry in order to better understand the sources and magnitude of di¤erences

among politicians. Ultimately, the predictions of these models should be veri�ed

empirically.
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6. Appendix

For easy reference in the proofs that follow, I rewrite and label the assumptions

on the density function f(rja) discussed in Section 2.1.

Full support: f(rja) > 0 for all r and a. (A1.)

f(rja) is twice continuously di¤erentiable in both arguments. (A2.)

Monotone Likelihood Ratio Property (MLRP):
f(xja)
f(xja0) >

f(yja)
f(yja0) whenever x > y and a > a0:

(A3.)

Symmetry: f(rja) is symmetric around its mean. (A4.)

Strict Concavity: � u00(a) > max
Q

Z
faa(rja)Q(r)dr for Q : R! [u(0);

u(0)

1� � ].
(A5.)

A straightforward but useful implication of assuming the independence of noise

from e¤ort levels (r = a+ ") is that f(rja) = f(r � aj0). Another way of stating
this is:

f(rja) = f(r + kja+ k) for any k 2 R. (NI)

It is useful to note that A3. and NI imply that f(rja) is log-concave in r (see
Bagnoli and Bergstrom 2005 for some implications). I use this fact in the proof

of Lemma 2 below.

35



Lemma 1. If f(rja) is twice continuously di¤erentiable and it satis�es the monotone
likelihood ratio property and immutability, it is log-concave in r.

Proof. Let x0 > x and y0 > y.
A density function satis�es the monotone likelihood ratio property if:
f(x0;y0)
f(x0;y) >

f(x;y0)
f(x;y)

Taking logs on both sides:

ln f(x0jy0)� ln f(x0jy) > ln f(xjy0)� ln f(xjy)
If f is twice continuously di¤erentiable, ln f(x0jy0)�ln f(x0jy) � @ ln f(xjy)

@y
(y0�y)

when (y0 � y) is small. Thus, the inequality above implies:
@ ln f(x0jy)

@y
> @ ln f(xjy)

@y

Because this most hold for all x0 > x, this is equivalent to @2 ln f(xjy)
@y@x

> 0.

Immutability states that f(xjy) = f(x� yj0).
Therefore, it must be that @2 ln f(xjy)

@y@x
= �@2 ln f(x�yj0)

@x2
> 0. Since this holds for

all x and y, I conclude that f is log concave.

In what follows, fa(rja) = @f(rja)
@a

, faa(rja) = @2f(rja)
@a2

and �̂2(r; �) =
@�̂(r;�)
@�

.

6.1. Existence of RDC equilibria - proof of Theorem 1

I proceed by determining reputation-dependent performance cuto¤s which imple-

ment e¤ort levels which make the voter�s expected utility constant across repu-

tations. Once I have done this, I de�ne an operator which, for any well-behaved

candidate value function for the incumbent, determines performance cuto¤s and a

new candidate value function. A �xed point of this operator gives us an incumbent

value function and associated performance cuto¤s. Because, at every reputation

point, the voter is indi¤erent between reelecting the incumbent and electing a

challenger, using these performance cuto¤s as a reelection strategy is sequentially

rational for the voter. Thus, the following four elements describe an equilibrium:

value functions for the politician and the voter, e¤ort strategies which keep the

voter�s value function constant, and reelection strategies which use the derived
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performance cuto¤s to make reelection decisions. In order to guarantee the exis-

tence of a �xed point, I must check that the conditions for Schauder�s �xed point

theorem hold. I do so in a series of Lemmas.

When facing a reputation-dependent performance cuto¤, an H-type politician

with reputation � solves the problem:

max
a

�
u(a) + �

Z 1

r(�)

Q(�̂(r; �))f(rja)dr
�

To implement performance v (or e¤ort strategy �(�) = v
�
) with a reputation-

dependent cuto¤ r(�) the politician�s �rst order condition (FOC) must be satis�ed

at �(�):

u0(�(�)) + �

Z 1

r(�)

Q(�̂(r; �))fa(rj�(�))dr = 0

The FOC uniquely determines the incumbent�s action since, by assumption

A5.,

u00(�(�)) + �

Z 1

r(�)

Q(�̂(r; �))faa(rj�(�))dr < 0

The FOC must hold at every reputation point � so that the derivative of the

F.O.C. with respect to � must be 0:

u00(�(�))�0(�)��r0(�)Q(�̂(r(�); �))fa(r(�)j�(�))+�
R1
r(�)

Q0(�̂(r; �))�̂2(r; �)fa(rj�(�))+
Q(�̂(r; �))faa(rj�(�))�0(�)dr = 0
Solving for r0(�):

r0(�) =

1
�
u00(�(�))�0(�) +

R1
r(�)

Q0(�̂(r; �))�̂2(r; �)fa(rj�(�)) +Q(�̂(r; �))faa(rj�(�))�0(�)dr
fa(r(�)j�(�))Q(�̂(r(�); �))

(6.1)

The Fundamental Theorem of Di¤erential Equations guarantees the existence

of a function r(�) satisfying the equation above as long as the �rst order condition
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is feasible and I can bound r(�) away from the point where fa(r(�)j�(�)) = 0 (for
symmetric distributions, this point is �(�)), since the RHS of the expression above

is continuous and the domain of r(�) is compact.

Before presenting a proof of existence of these equilibria, I select a feasible

value for the voter: v > 0. For analytical convenience, I focus on cuto¤s where

r(�)� �(�) > 0 and fa(r(�)j�(�)) > 0.
A lower bound for the value of holding o¢ ce is �Q = u(0). To emphasize

its dependence on v, I write �(�; v) = v
�
for the incumbent�s e¤ort strategy.

Using this lower bound as a hypothetical constant value function and invoking

the immutability assumption NI:

�u0(�(�; v)) = �
Z 1

r(�)

�Qfa(rj�(�; v))dr = � �Qf(r(�)j�(�; v))

Clearly, this equality cannot hold for v large enough. However, as v ! 0,

�(�; v)! 0 and therefore u0(�(�; v))! 0. However, �Q > 0, so that the equation

must hold for appropriate r(�) for v low enough (but still strictly positive). Indeed,

I can guarantee that a strictly positive v may be sustained as above even if I restrict

attention to cuto¤s satisfying r(�)��(�) > L for any given lower bound L. This
will be useful when proving Lemma 2.

I now present the �xed point problem, referring to the derivations above as

they become useful.

De�nition 8. Let C([0; 1]) be the space of bounded, continuous functions f :
[0; 1]! R.
Let Ĉ � C([0; 1]) be the restriction of this space to functions with K-bounded

�rst derivative and codomain [u(0); u(0)
(1��) ].

It is clear that Ĉ is non-empty, bounded, closed, and convex.

De�nition 9. The operator T : Ĉ ! Ĉ is:

T (Q)(�) = u(�(�)) + �
R1
rQ(�)

Q(�̂(r; �))f(rj�(�))dr
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A �xed point of this operator will de�ne a value function for the politician in a

reputation-dependent cuto¤ equilibrium. To prove the existence of a �xed point,

I will use Schauder�s �xed point theorem. Schauder�s theorem is a generalization

of Brouwer�s �xed point theorem to in�nite-dimensional spaces. For a proof, see

Lusternik and Sobolev (1974).

Theorem 1 (Schauder�s Fixed Point Theorem). Let X be a bounded sub-

set of Rm, and let C(X) be the space of bounded continuous functions on X, with
the sup norm. Let F be nonempty, closed, bounded and convex. If the mapping

T : F ! F is continuous and the family T (F ) is equicontinuous, then T has a

�xed point in F .

I must �rst verify that T maps Ĉ to Ĉ.

That T (Q) is continuously di¤erentiable in � is immediate from the di¤eren-

tiability of f , Q, �(�), and rQ(�).

That T (Q) has a K-bounded derivative is veri�ed in the following Lemma.

It will be useful in proving the Lemma to note that the �rst derivative with

respect to � of the Bayesian updating function is:

@�̂(r; �)

@�
= �̂2(r; �) =

f(rj�(�))f(rj0) + �(1� �)�0(�)fa(rj�(�))f(rj0)
(�f(rj�(�)) + (1� �)f(rj0))2

It is useful to note that �̂2(r; �) ! 1 as �(�) ! 0. The second term in the

numerator converges to zero since fa(rj�(�))f(rj0) is uniformly bounded above.

Lemma 2. For any continuously di¤erentiable function Q with absolutely K-

bounded �rst derivative,
���@T (Q)@�

��� < K for any � 2 [�0; 1] and small enough v > 0:

Proof. @T (Q)
@�

=
@[u(�(�))+�

R1
r(�)Q(�̂(r;�))f(rj�(�))dr]

@�
=

u0(�(�))�0(�)+�
R1
r(�)

�0(�)Q(�̂(r; �))fa(rj�(�))dr+�
R1
r(�)

Q0(�̂(r; �))�̂2(r; �)f(rj�(�))dr�
�r0(�)Q(�̂(r(�); �))f(r(�)j�(�))
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The �rst two terms add up to zero by the politician�s F.O.C. Substituting

equation 6.1 into the fourth term:

�
R1
r(�)

Q0(�̂(r; �))�̂2(r; �)f(rj�(�))dr
� f(r(�)j�(�))
fa(r(�)j�(�))

�
u00(�(�))�0(�) + �

R1
r(�)

Q0(�̂(r; �))�̂2(r; �)fa(rj�(�)) +Q(�̂(r; �))faa(rj�(�))�0(�)dr
�
:

I �rst consider the terms which include Q0. Combining them gives:���R1r(�) �̂2(r; �)Q0(�̂(r; �))�f(rj�(�))� f(r(�)j�(�))
fa(r(�)j�(�))fa(rj�(�))

�
dr
���

< K
���R1r(�) �̂2(r; �)�f(rj�(�))� f(r(�)j�(�))

fa(r(�)j�(�))fa(rj�(�))
�
dr
���

< K
��� f(r(�)j�(�))fa(r(�)j�(�))

R1
r(�)

�̂2(r; �)fa(rj�(�))dr
���

Where I use Lemma 1 to derive both inequalities as it guarantees that the

terms involving f(rj�(�)) and fa(rj�(�)) will not change sign.
Because lima!0 �̂2(r; �) = 1 and using Lemma 1 again I can say that the

last expression is �nite for any r(�) > �(�) and low enough �(�). Therefore,

limr(�)!1
f(r(�)j�(�))
fa(r(�)j�(�))

R1
r(�)

�̂2(r; �)fa(rj�(�))dr = 0.
As argued in the text preceding the Lemma, since Q is bounded below, I may

choose r(�) as large as I like while still supporting positive e¤ort. In particular,

I may choose r(�), and thus �(�), so that the following inequality holds for all

� > �0:

�
R1
r(�)

�̂2(r; �)f(rj�(�))dr �
f(r(�)j�(�))
fa(r(�)j�(�))�

R1
r(�)

�̂2(r; �)fa(rj�(�))dr < :9
Therefore, �

R1
r(�)

h
Q0(�̂(r; �))f(rj�(�))�Q0(�̂(r; �)) f(r(�)j�(�))

fa(r(�)j�(�))fa(rj�(�))
i
�̂2(r; �)dr <

:9K.

The maximum value Q can take is the value of exerting minimum e¤ort (0)

and holding o¢ ce forever: u(0)
1�� . Thus, because���R1r(�) faa(rj�(�))dr��� < B for some B > 0 I can conclude that���R1r(�) �0(�)Q(�̂(r; �))faa(rj�(�))dr��� < B v

�20

u(0)
1�� where v is determined by the

choice of r(�) made above.

Similarly, by assumption ju00(�(�))j < 1 . I may focus on a closed interval

a 2 [0; v
�0
] so that the second derivative is uniformly bounded above:

ju00(�(�))j < U for some U > 0.
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Using these bounds, I have that the absolute value of the derivative above is

bounded by:

0:9K + f(r(�)j�(�))
fa(r(�)j�(�))

v
�20

�
U +B u(0)

1��

�
< K

The �rst term is strictly less than K. The second term does not depend on

K, so that choosing K high enough makes it strictly less than 0:1K.

Having a bounded derivative also ensures that the class of functions T (Ĉ) is

equicontinuous. A class of functions is equicontinuous if, given " > 0, there is a

� > 0 such that jf(x)� f(y)j < " whenever jx� yj < � for any x in the domain
of f and any f 2 T (Ĉ).

Lemma 3. Let T (Ĉ) be a class of bounded, continuous and di¤erentiable func-
tions with a uniformly bounded derivative. Then T (Ĉ) is equicontinuous.

Proof. For any f 2 T (Ĉ), jf(x)�f(y)jjx�yj � f 0(x). Because jf 0(x)j < B, jf(x)� f(y)j <
B jx� yj.
Because the bound B on the derivative is the same for all f 2 T (Ĉ), if we

choose x and y such that jx� yj < "
B
, jf(x)� f(y)j < " for any f 2 T (Ĉ).

Therefore T (Ĉ) is equicontinuous.

Next I verify that the operator T is continuous.

Lemma 4. The operator T is continuous.

Proof. Let fQigi2N � Ĉ be a sequence of functions converging to Q in the sup

norm.

Then, for any � > 0 9j 2 N such that 8i > j; kQi �Qk < �:
(T (Qi)� T (Q)) (�) = �

R1
rQ(�)

[Qi(�̂(r; �))�Q(�̂(r; �))] f(rj�(�))dr
+�
R rQ(�)
rQi (�)

Qi(�̂(r; �))f(rj�(�))dr
if rQi(�) > rQ(�): For the reverse case, an identical argument may be used.

The �rst term converges to zero by de�nition of Qi.

The second term converges to zero because rQi(�) ! rQ(�). To see this,

consider the following equality derived from the politician�s F.O.C.:
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R1
rQ(�)

[Qi(�̂(r; �))�Q(�̂(r; �))] fa(rj�(�))dr =
R rQ(�)
rQi (�)

Qi(�̂(r; �))fa(rj�(�))dr
Again, the term on the LHS converges to zero by convergence of Qi. Hence

the RHS must also converge to zero. However, because rQi(�) > �(�) and

Qi(�̂(r; �)) � u(0), the terms inside the integral are bounded away from zero.

Therefore, it must be that rQi(�)! rQ(�).

I have now established that kT (Qi)� T (Q)k ! 0 so that T is a continuous

operator.

I may now apply Schauder�s FPT to �nd a value function and a reputation-

dependent cuto¤ function r(�) implementing e¤ort strategy �(�; v).

This completes the proof of existence.

6.2. Impossibility of Markov perfect equilibria with positive e¤ort -
proof of Proposition 2

In this section I present a proof of a slightly more general version of Proposition 2.

Speci�cally, I generalize the statement to include strategies which are Markovian

with probability 1.

De�nition 10. An equilibrium is essentially Markov perfect if strategies (�; �)

are measurable with respect to the Markovian partition for a set of reputations

M � [0; 1] of Lebesgue measure 1.

Note that any Markovian strategy is also essentially Markovian. Although

the distinction is not of interest in and of itself, I make it here as it is useful in

establishing Proposition 3 in Section 4. The extension does not signi�cantly com-

plicate the proof since it requires only that we note that non-Markovian strategies

which are played with probability 0 do not a¤ect the strategic calculus of players

involved.

Proposition 4. There is no essentially Markov perfect equilibrium with positive
value for the voter.
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In what follows, for ease of exposition I write Q̂(�̂(r; �)) for �(�̂(r; �))Q(�̂(r; �)).

The proof proceeds as follows. First, I consider the case in which e¤ort is

bounded below for some interval [m; 1) of reputations and Q̂ is weakly monotonic.

This leads me to conclude that Q̂ is unbounded, a contradiction.

Then, I generalize the result in several ways. First, if Q̂ is not weakly monotonic,

I show that one may look at a moving average of Q̂ and that repeated applica-

tion of the moving average operator leads to a function which is monotonic or

approximately constant over an interval [z; 1), and thus to the same contradiction

as above.

Once this is done, I am left with the possibility that e¤ort is not bounded

below. However, I show that, if positive e¤ort is ever incentivized, politicians

with high reputation must be reelected with positive probability and, if that is

the case, there must be politicians of arbitrarily high reputation who exert e¤ort

above some �xed lower bound. Therefore, I am able to complete the argument by

showing that these minimum conditions are enough to lead to the conclusion that

Q̂ is unbounded. Thus, there can be no Markov perfect equilibrium supporting

positive e¤ort if the politician�s payo¤s are bounded.

Consider �rst the case in which there is a lower bound b > 0 on the e¤ort

exerted by politicians with reputation in [x; 1). Using the politician�s FOC, I

know that his value function must satisfy

�

Z 1

�1
Q̂(�̂(r; �))fa(rj�(�))dr � �u0(b) = B > 0

By NI I can rewrite Q̂(�̂(r; �))fa(rj�(�)) as Q̂(�̂(r + �(�); �))fa(rj0)).
Because

R1
0
fa(rj0)dr <1, I can �nd a value r� 2 R+ such that

�
R r�
�r� Q̂(�̂(r + �(�); �))fa(rj0)dr � �

R1
�1 Q̂(�̂(r + �(�); �))fa(rj0)dr � "

for some �xed " 2 (0; B
2
).

Suppose Q̂ is weakly monotonic. If Q̂ is weakly decreasing, the integrals

above will be weakly negative since, by A4., �
R1
�1 Q̂(�̂(r + �(�); �))fa(rj0)dr =

�
R1
0

h
Q̂(�̂(r + �(�); �))� Q̂(�̂(�r + �(�); �))

i
fa(rj0)dr < 0. Thus, the F.O.C.
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will not be satis�ed. Suppose Q̂ is weakly increasing. By the monotone likelihood

ratio property (A3.), I know that there is a unique point at which fa(rj0) = 0 with
the derivative being negative to the left and positive to the right of that point.

Because f(rj0) is symmetric (A4.), this point is 0. Then,
�
R r�
�r� Q̂(�̂(r + �(�); �))fa(rj0)dr

� �
R r�
0
Q̂(�̂(r� + �(�); �))fa(rj0)dr + �

R 0
�r� Q̂(�̂(�r

� + �(�); �))fa(rj0)dr
� �

h
Q̂(�̂(r� + �(�); �))� Q̂(�̂(�r� + �(�); �)

i
k

where k =
R r�
0
fa(rj0)dr.

Therefore, Q̂(�̂(r� + �(�); �))� Q̂(�̂(�r� + �(�); �) � B
2�k
> 0 for all �.

Given � and r�, there is a �0 such that � = �̂(�r� + �(�0); �0). Therefore, Q̂
must increase by at least B

2�k
over [�̂(�r� + �(�0); �0); �̂(r� + �(�0); �0)]. Because

this process can be repeated inde�nitely, this implies that Q̂ grows without bound,

which is a contradiction. Therefore, there can be no Markov reelection strategy

leading to a weakly monotonic Q̂ over any interval [x; 1] while e¤ort is bounded

below by b > 0.

I am left with the possibility of a Q̂ which is non-monotonic over every interval

of the form [x; 1]. Suppose I have found such a Q̂. Then,

�
R r�
�r� Q̂(�̂(r + �(�); �))fa(rj0)dr �

B
2
for all �.

De�ne Q̂(x) = Q̂(�̂(r + �(x); x)) for x 2 [m; 1]. Then,
�
R r�
�r� Q̂(x)fa(rj0)dr �

B
2

Therefore, �
R r�
�r�

1
�̂(r�;�)��

R �̂(r�;�)
�

Q̂(x)dxfa(rj0)dr � B
2

1
�̂(r�;�)��

R �̂(r�;�)
�

Q̂(x)dx is a moving average of Q̂. We may apply this oper-

ator repeatedly de�ning Q̂0 = Q̂ and Q̂i(�) = 1
�̂(r�;�)��

R �̂(r�;�)
�

Q̂i�1(x)dx. The

following Lemma establishes a basic but useful fact about the moving average

operator.

Lemma 5. Given a function Q̂, there exists an interval of positive length [z; 1)
such that Q̂2 is either weakly monotonic or approximately constant on [z; 1).

Proof. After the moving average operator has been applied once, Q̂1 is continuous
and di¤erentiable with derivative
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Q̂01(�) =
@( 1

�̂(r�;�)��)
@�

R �̂(r�;�)
�

Q̂0(x)dx+
1

�̂(r�;�)��

�
�̂2(r

�; �)Q̂0(�̂(r
�; �))� Q̂0(�)

�
.

Therefore Q̂2 is continuously di¤erentiable and

Q̂02 =
@( 1

�̂(r�;�)��)
@�

R �̂(r�;�)
�

Q̂1(x)dx+
1

�̂(r�;�)��

�
�̂2(r

�; �)Q̂1(�̂(r
�; �))� Q̂1(�)

�
.

Q̂002 =
@2( 1

�̂(r�;�)��)
@�2

R �̂(r�;�)
�

Q̂1(x)dx+2
@( 1

�̂(r�;�)��)
@�

�
�̂2(r

�; �)Q̂1(�̂(r
�; �))� Q̂1(�)

�
+ 1
�̂(r�;�)��

�
�̂22(r

�; �)Q̂1(�̂(r
�; �)) + �̂2(r

�; �)Q̂01(�̂(r
�; �))� Q̂01(�)

�
.

Because Q̂ is bounded, Q̂02 and Q̂
00
2 are bounded. Let B > 0 denote the bound

on Q̂002.

Given an " > 0, there is a z such that if
���Q̂02(�)��� > " for some � 2 [z; 1) then

Q̂2 is strictly monotonic over [z; 1). This is because the most Q̂02 can change in

a distance less than 1 � z is B(1 � z) < " for z close enough to 1. If there is no
� 2 [z; 1) such that

���Q̂02(�)��� > ", then Q̂2 � C1 < � for some constant function
C and a � which becomes arbitrarily small as " ! 0. Thus, Q̂2 is approximately

constant.

If Q̂2 is weakly monotonic over [z; 1), I may now repeat the arguments for

weakly monotonic functions on Q̂2 starting at the point z. Since a bounded Q̂

should imply a bounded Q̂2, I am once again left with a contradiction. If Q̂2 is

merely approximately constant, I note that �
R r�
�r� Cfa(rj0)dr = 0 by symmetry of

f(rj0) (A4.) and, for � such that �̂(�r� + �(�); �)) > z,���R r��r� Q̂2(�̂(r + �(�); �))fa(rj0)dr � R r��r� Cfa(rj0)dr���
=
���R r��r� Q̂2(�̂(r + �(�); �))fa(rj0)dr��� < B

2
(if � is chosen small enough) which

contradicts the derived properties of Q̂.

Now, I consider the case where there is no lower bound on e¤ort exerted. The

following Lemmas provide constraints on what can happen in such a hypothetical

equilibrium.

Lemma 6. In any Markov equilibrium with positive value V (�0) > 0, every

interval of the form [�; 1] must contain reputation points at which politicians are

reelected with strictly positive probability.
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Proof. Suppose not. Let r̂(a) denote the outcome which would keep the politi-
cian�s reputation constant:

r̂(a) = frj�̂(r; �) = �g

Note that, using assumption A3., r̂(a) < a (if r is normally distributed r̂(a) =
a
2
).

Then consider the �rst order condition of a politician with the highest reputa-

tion which is reelected with positive probability �:

u0(�(�)) + �

Z r̂(a)

�1
Q(�̂(r; �))fa(rj�(�))dr < 0 for any �(�).

Because fa(rj�(�)) is negative for all values below �(�). Therefore, �(�) = 0
and � is an absorbing state. Since I assumed V (�0) > 0, it is not a best response

for the voter to reelect a politician with reputation �, contradicting the de�nition

of �.

Lemma 7. Consider a Markov perfect equilibrium with positive value for the

voter V (�0) > 0. In every reputation interval of the form [�; 1] there must be a

subset of positive measure in which politicians exert e¤ort above some �xed lower

bound b > 0.

Proof. Suppose not. Then, choose a lower bound b < 1
2
V (�0) and let [�; 1]

be an interval over which e¤ort is bounded above by b almost everywhere. V

is bounded above by the constant function �V = �a
1�� where u(�a) = 0. Let k

satisfy
Pk

i=0 �
ib+

P1
i=k+1 �

i �V < V (�0). By Lemma 6, there must be reputations

arbitrarily close to 1 which are reelected with positive probability. Because e¤ort

is bounded, I may choose a reputation (call it �̂) which is reelected with positive

probability and from which the probability of transitioning out of [�; 1] in k periods

or fewer (call it p) is arbitrarily small. In particular, if I choose p < V (�0)

� �V
, an upper

bound on the value to the voter of having a politician with reputation �̂ in o¢ ce

46



(V (�̂)) is:

V (�̂) < (1� p)
 

kX
i=0

�ib+

1X
i=k+1

�i �V

!
+ p� �V < V (�0)

If the politician is reelected in each of his �rst k terms. Note that the probability

of transitioning to a point in [�; 1] at which e¤ort higher than b is exerted is

zero because this may happens only on a subset of measure 0, and therefore this

possibility does not a¤ect the calculation of expected rewards.

If he does not survive k terms, then V (�̂) is less than:

V (�̂) < b+ �V (�0) < V (�0)

Therefore, it is not a best response to reelect a politician when his reputation

is �̂, which contradicts the de�nition of �̂.

Given Lemma 7, if I have a weakly monotonic value function I need only

to modify the arguments above as follows. Instead of moving to a reputation

satisfying � = �̂(�r� + �(�0); �0) I move to one satisfying �(�0) > b and � <

�̂(�r� + �(�0); �0). Once again, I conclude that Q̂ must increase by at least a

�xed amount B
2�k

in�nitely many times, contradicting its boundedness.

To deal with non-monotonic candidate value functions Q̂ I note that, given

Lemma 7, repeated application of the moving average operation ensures that the

value of all integrals �
R r�
�r� Q̂i(�̂(r; �))fa(rj�(�))dr will be positive. Because these

are de�ned on a closed set [�0; 1], there exists a minimum value of these integrals.

Now, I may apply the same arguments as above: Q̂2 includes a weakly monotonic

segment [z; 1), and this contradicts of the boundedness of Q̂.

Finally, note that in all the arguments above, having a function Z which di¤ers

from Q̂ only on a set of Lebesgue measure 0 will not change any of the results,

because the integrals will yield the same values under both functions. Therefore,

it is immediate that the result extends to rule out essentially Markov perfect
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equilibria with positive value for the voter.

.
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